nature
protocols

REVIEW ARTICLE

https://doi.org/10.1038/541596-020-0353-1

‘ '.) Check for updates

Tutorial: a guide to performing polygenic risk
score analyses

Shing Wan Choi"?, Timothy Shin-Heng Mak ®* and Paul F. O'Reilly"?*

A polygenic score (PGS) or polygenic risk score (PRS) is an estimate of an individual's genetic liability to a trait or
disease, calculated according to their genotype profile and relevant genome-wide association study (GWAS) data. While
present PRSs typically explain only a small fraction of trait variance, their correlation with the single largest contributor to
phenotypic variation—genetic liability—has led to the routine application of PRSs across biomedical research. Among a
range of applications, PRSs are exploited to assess shared etiology between phenotypes, to evaluate the clinical utility of
genetic data for complex disease and as part of experimental studies in which, for example, experiments are performed
that compare outcomes (e.g., gene expression and cellular response to treatment) between individuals with low and high
PRS values. As GWAS sample sizes increase and PRSs become more powerful, PRSs are set to play a key role in research
and stratified medicine. However, despite the importance and growing application of PRSs, there are limited guidelines for
performing PRS analyses, which can lead to inconsistency between studies and misinterpretation of results. Here, we
provide detailed guidelines for performing and interpreting PRS analyses. We outline standard quality control steps,
discuss different methods for the calculation of PRSs, provide an introductory online tutorial, highlight common

misconceptions relating to PRS results, offer recommendations for best practice and discuss future challenges.

Introduction

Genome-wide association studies (GWASs) have identified a
large number of genetic variants, mostly single nucleotide
polymorphisms (SNPs), significantly associated with a wide
range of complex traits' . However, these variants typically
have a small effect and correspond to a small fraction of truly
associated variants, meaning that they have limited predictive
power” ™. Using a linear mixed model in the genome-wide
complex trait analysis software’, Yang et al. demonstrated that
much of the heritability of height can be explained by evalu-
ating the effects of all SNPs simultaneously”. Subsequently,
statistical techniques such as linkage disequilibrium (LD) score
regression®” and the polygenic risk score (PRS) method™'? have
also aggregated the effects of variants across the genome to
estimate heritability, to infer genetic overlap between traits and
to predict phenotypes based on genetic profile”>* "

While genome-wide complex trait analysis, LD score
regression and PRS can all be exploited to infer heritability and
shared etiology among complex traits, PRS is the only approach
that provides an estimate of genetic liability to a trait at the
individual level. In the classic PRS method™''™™* (terms in
boldface are defined in Box 1), a polygenic risk score is calcu-
lated by computing the sum of risk alleles that an individual
has, weighted by the risk allele effect sizes as estimated by a
GWAS on the phenotype. Studies have shown that substantially
greater predictive power can usually be achieved by including a

large number of SNPs in the PRS rather than restricting to only
those reaching genome-wide significance in the GWAS'"'>°,
As an individual-level proxy of genetic liability to a trait, PRSs
are suitable for a range of applications. For example, as well as
identifying shared etiology among traits, PRSs have been used
to test for genome-wide gene-by-environment and gene-by-
gene interactions'>"’, to perform Mendelian randomization
studies to infer causal relationships and for patient stratification
and sub-phenotyping'>'®'®, Thus, while polygenic scores
represent individual genetic predictions of phenotypes, pre-
diction is often not the end objective: instead, these predictions
are commonly aggregated across samples and used for research
purposes, interrogating hypotheses via association testing.
Despite the popularity of PRSs, there are minimal guide-
lines'> on how best to perform and interpret PRS analyses.
Here, we provide a guide to performing PRS analyses, outlining
the standard quality control steps required, options for PRS
calculation and testing and interpretation of results. We also
outline some of the challenges in PRS analyses and highlight
common misconceptions in their interpretation. We will not
perform a comparison of the power of different PRS methods
or provide an overview of PRS applications, since these are
available elsewhere'>'*'>*’, Instead, we focus this article on the
issues relevant to PRS analyses irrespective of the method used
or the application, so that researchers have a starting point and
reference guide for performing polygenic score analyses.
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Box 1 | Key terms and definitions (in order of appearance)

Classic PRS method: the method—commonly known as the C+T method—for calculating PRSs applied in the key early PRS empirical studies,
theoretical evaluations and software implementations™'"'". The method involves computing PRSs based on a subset of partially independent
(clumped) SNPs exceeding a specific GWAS association P value threshold.

Risk allele: the allele of a SNP that increases the risk of disease. An effect allele is simply the allele that was coded for association testing and can

either increase or decrease risk.

Effect size: the increase in the trait value (usually reported as a beta) or disease risk (usually reported as an OR) associated with each additional

copy of the risk allele.

Summary statistic: a value that summarizes multiple data points with a single number (e.g., a mean or effect size). GWAS data are often made

available only as summary statistics.

Minor allele frequency: the frequency of the less frequent allele of a SNP (usually reported as a fraction) in the population.
Base data: the GWAS summary statistics (e.g., effect sizes or P values) on which the PRS calculation is based. The base trait is the phenotype of

study in the GWAS.

Target data: the genotype-phenotype data, in, for example, PLINK binary format®®, of individuals in whom PRSs are calculated. The PRSs infer
genetic liability of the base trait and are tested for association with the target trait.
Shrinkage: a statistical technique applied to reduce estimated effect sizes, inflated due to overfitting (see below), so that they more accurately

reflect the true population effect sizes.

SNP heritability: the proportion of phenotypic variance that can be explained by SNPs, often estimated using GWAS data on common SNPs only.
Overfitting: occurs when a prediction model has been over-optimized to sample data due to inclusion of too many parameters, such that it
performs relatively poorly when applied to independent data. Closely related to winner's curse, in which predictors most associated with the

outcome in sample data have inflated effect size estimates.

Variance explained: typically refers to the variance of a phenotype explained by a set of predictors, or specifically a PRS, in a predictive model

assuming linear effects.

Accompanying this article is an online tutorial for guiding
users through the steps of a standard PRS analysis, with
example data and scripts provided. Definitions of key terms
used throughout this article can be found in Box 1.

Introduction to PRSs

We define PRSs, or polygenic scores, as a single value estimate
of an individual’s genetic liability to a phenotype, calculated as a
sum of their genome-wide genotypes, weighted by corre-
sponding genotype effect size estimates derived from GWAS
summary statistic data. The genotypes are typically those of
common (minor allele frequency > 0.01) biallelic SNPs, since
most GWASs to date consist of these, but they could also
include rare variants or other forms of polymorphism. The
effect size estimates may be scaled or shrunk, as discussed in
later sections. The use of summary statistic data for the geno-
type effect size estimates distinguishes polygenic scores from
phenotypic prediction approaches that exploit individual-level
data only. In the latter, genotype effect sizes are usually esti-
mated in joint models of multiple variants and prediction
performed simultaneously, using approaches such as best linear
unbiased prediction®"** or least absolute shrinkage and selec-
tion operator (LASSO)****. While such methods may offer
great promise in performing powerful prediction within large
individual-level data sets*!, we limit our focus to polygenic
scores here. Polygenic scores, as defined here by their utilization
of GWAS summary statistics, are likely to have enduring
application because: (i) data sharing restrictions limit full access
to individual-level data; (ii) heterogeneity across cohorts redu-
ces the motivation to pool individual-level data; (iii) the largest
sources of individual-level data—population cohorts, such as
the UK Biobank®—generally have relatively few individuals
with specific diseases compared to dedicated case/control stu-
dies, for which there is typically only summary statistic data
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available and (iv) researchers desire to test specific hypotheses
within richly phenotyped small-scale local data sets, made
feasible by leveraging powerful summary statistics.

Therefore, PRS analyses can be characterized by the two key
input data sets that they require: (i) base data (GWAS), con-
sisting of summary statistics (e.g., betas and P values) of
genotype-phenotype associations at genetic variants (hereafter
SNPs) genome-wide, typically made available online in text
format by the investigators who performed the GWAS; and (ii)
target data, consisting of genotypes, and usually also phenotype
(s), in individuals from a sample to which the researchers
performing the PRS analysis have access (often not publicly
available), which should be independent of the GWAS sample
(discussed below). The target data are typically formatted as
PLINK binary files’®. It is in the target sample that the PRS
analyses are performed, which may involve merely computing
PRSs in all the target individuals, conducting association testing
between the PRSs and phenotypes or outcomes of interest or
predicting individuals’ risk of disease or medication side effects
in clinical settings. Important challenges in the calculation of
PRSs are the selection of SNPs for inclusion in the score and
what, if any, shrinkage to apply to the GWAS effect size esti-
mates. If the parameters of the PRS calculation have not been
previously optimized, then the target sample can be used both
for this optimization and for the analysis, as long as careful
cross-validation or permutation procedures are applied. Ideally,
analysis is also performed in an independent validation sample
to ensure the generalizability of results. Each of these topics is
discussed further in later sections.

If genetic effects could be estimated from GWAS without
error, then the PRS would explain variability in the phenotype
of target sample individuals equal to the SNP heritability
(Wgnp) of the trait’”. However, due to error in the effect size
estimates and inevitable differences in the base and target
samples, the predictive power of PRSs are typically substantially
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Fig. 1| The PRS analysis process. PRS analyses can be characterized by
their use of base and target data sets. QC of both data sets is described
in '‘QC of base and target data’, while the different approaches to
calculating PRSs (e.g., LD adjustment via clumping, beta shrinkage using
LASSO regression or P value thresholding) are summarized in 'Calcula-
tion of PRSs'. Issues relating to utilizing PRSs for association analyses to
test hypotheses, including interpretation of results and avoidance of
overfitting to the target data, are detailed in ‘Interpretation and
presentation of results’.

lower than h2gyp, but will tend towards h2gyp as GWAS sample
sizes increase.

Figure 1 summarizes the fundamental features of a PRS
analysis and reflects the structure of this guide. In the next
section, we outline recommended quality control (QC) of the
base and target data sets.

QC of base and target data

The power and validity of PRS analyses are dependent on the
quality of the base and target data. Therefore, both data sets
must undergo QC to at least the standards implemented in
GWAS studies (see refs. 2*7°°), while numerous QC issues
specific to PRS analyses need special attention. Below, we
outline these QC measures, which should act as a ‘QC checklist’
for PRS analyses. These QC procedures are intentionally con-
servative, and particular care should be taken in performing
them, because small errors can become inflated when aggre-
gated across SNPs in PRS calculation. Researchers can practice
performing these QC steps on example data in our online
tutorial: https://choishingwan.github.io/PRS-Tutorial/.
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QC relevant to base data only

Heritability check

A critical factor in the accuracy and predictive power of PRSs is
the power of the base (GWAS) data’, and so to avoid reaching
misleading conclusions from the application of PRSs, we
recommend performing PRS analyses only that use GWAS data
with an A%qgp > 0.05. If an hgyp estimate has not been reported
for these data, then we suggest using software for estimating
henp from GWAS summary statistics, such as LD Score
regression” or SumHer’".

Effect allele

Some GWAS results files do not make clear which allele is the
effect allele and which is the non-effect allele. If the incorrect
assumption is made in computing the PRS, then the effect of
the PRS in the target data will be in the wrong direction.
Therefore, to prevent the generation of spurious results, the
identity of the effect allele from the base GWAS data must be
obtained from the GWAS investigators if not reported clearly in
the GWAS results files.

QC relevant to target data only

We recommend performing PRS analyses that involve asso-
ciation testing on target sample sizes of =100 individuals (or
effective sample sizes’> >100 for case/control data) and caution
against analyses that utilise base data with low h*syp and small
target sample size. This is to minimize the generation of mis-
leading results due to the less-stringent QC feasible on small
samples, potentially inaccurate adjustments (e.g., from popu-
lation structure adjustments and LD calculations) and under-
powered PRS-trait association tests (see ‘Power and accuracy of
PRSs: target sample sizes required’).

QC relevant to base and target data

File transfer

Since most base GWAS data are downloaded online, and base/
target data transferred internally, one should ensure that files
have not been corrupted during transfer by using, for example,
md5sum™). Corrupt files can generate PRS calculation errors.

Genome build

Ensure that the base and target data SNPs have genomic
positions assigned on the same genome build*. LiftOver’” is an
excellent tool for standardizing genome build across different
data sets.

Standard GWAS QC

Researchers should follow established guidelines (e.g., refs.
—we recommend ref. *’—to perform standard GWAS QC on
the base and target data. Since the option of performing QC on
the base GWAS data will typically be unavailable, researchers
should ensure that high-quality QC was performed on the
GWAS data that they utilize. We recommend the following QC
criteria for standard analyses: genotyping rate >0.99, sample
missingness <0.02, Hardy-Weinberg Equilibrium P >1 x 10—,
heterozygosity within 3 standard deviations of the mean, minor
allele frequency (MAF) >1% (MAF >5% if target sample

28—3())
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N <1000) and imputation ‘info score’ >0.8. If both the base and
target data are large (e.g., N >50,000), then SNPs with MAF
<1% may be included, in which case we recommend a minor
allele count >100 in the base and target data to ensure the
integrity of normality assumptions implicit in association test-
ing and LD calculation. Future work will be required to inte-
grate the effects of extremely rare and common variants and to
establish whether their joint effects are typically additive™.
PLINK is a useful software for performing these, and other, QC
procedures™”’.

Ambiguous SNPs

If the base and target data were generated using different
genotyping chips, and the chromosome strand (4/—) that was
used for either is unknown, then it is not possible to pair up the
alleles of ambiguous SNPs (ie., those with complementary
alleles, either C/G or A/T SNPs) across the data sets, because it
will be unknown whether the base and target data are referring
to the same allele or not. While allele frequencies could be used
to infer which alleles are on the same strand’®, the accuracy of
this could be low for SNPs with MAF close to 50% or when the
base and target data are from different populations. Therefore,
we recommend removing all ambiguous SNPs to avoid intro-
ducing this potential source of systematic error.

Mismatching SNPs

SNPs that have mismatching alleles reported in the base and
target data are either resolvable by strand-flipping the alleles to
their complementary alleles in, for example, the target data,
such as for a SNP with A/C in the base data and G/T in the
target, or non-resolvable, such as for a SNP with C/G in the
base and C/T in the target. Most polygenic score software
programs perform strand-flipping automatically for SNPs that
are resolvable and remove non-resolvable mismatching SNPs.

Duplicate SNPs
Ensure that there are no duplicated SNPs in either the base or
target data (e.g., using uniq -d in bash or duplicated() in R),
since this can cause polygenic score software to crash or pro-
duce errors unless the software used specifically checks for
duplicated SNPs.

Sex chromosomes

It is standard in GWAS QC to remove individuals for which
there is a difference between reported sex and that indicated by
the sex chromosomes. While these may be due to differences in
sex and gender identity, they could also reflect mislabeling of
samples or misreporting and are, thus, considered potentially
unreliable data. A sex check can be performed in PLINK’, in
which individuals are called females if their X chromosome
homozygosity estimate (F statistic) is <0.2 and males if the
estimate is >0.8. In addition to this check, if the aim of an
analysis is to model autosomal genetics only, then we recom-
mend that all X and Y chromosome SNPs are removed from the
base and target data to eliminate the possibility of non-
autosomal sex effects influencing results. However, incorpora-
tion of the sex chromosomes has the potential to provide
etiological insights and increase the predictive power of PRSs*”
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and so may be performed in practice. However, given the dif-
ferent options for modeling of the sex chromosomes®’,
reporting of analyses that incorporate the sex chromosomes
should highlight how the modeling assumptions may have

influenced results.

Sample overlap

Sample overlap between the base and target data can result in
substantial inflation of the association between the PRS and the
trait tested in the target data*' and so must be eliminated. The
level of inflation is proportional to the fraction of the target
sample that overlaps the base sample*', and so the problem is
not resolved by using a large base data set. Ideally, overlapping
samples are removed from the base data, and the base GWAS is
recalculated. This allows calculation of polygenic scores in all
target individuals and, if the base sample is larger than the
target, leads to greater power for association testing than
removing the overlapping samples from the target data. A
practical solution that is often applied in consortium meta-
analysis settings is to generate leave-one-out meta-analysis
GWAS results*’, whereby each contributing study is excluded
from the meta-analysis in turn. This allows each study to be
subsequently used as independent target data. Alternatively,
leave-one-out meta-analysis results can be calculated analyti-
cally by rearranging the meta-analysis formula™, but this
requires availability of the contributing study-level GWAS and
the meta-analysis results without subsequent adjustments, such
as ‘genomic control™*. We expect a correction in more complex
scenarios of partial or unknown sample overlap, when these
strategies would not be appropriate, to be an objective of future
methods development; until then, in such settings, we recom-
mend that any risk of overlap is minimized through judicious
use of target samples, selecting samples that are unlikely to have
also been part of the base sample (e.g., due to age or location of
collection). If overlap is still a distinct possibility, then inflation
in results cannot be ruled out.

Relatedness

A high degree of relatedness between individuals between the
base and target data can also generate inflation of the associa-
tion between the PRS and target phenotype. While population
structure produces a correlation between genetics and envir-
onmental risk factors that requires a broad solution, the pro-
blem is exacerbated with inclusion of very close relatives, since
they may share the same household environment as well (dis-
cussed below). Thus, if genetic data from the relevant base data
samples can be accessed, then any closely related individuals
(e.g., first/second degree relatives) across base and target sam-
ples should be removed to eliminate this risk. If this is not an
option, then every effort should be made to select base and
target data that are unlikely to contain highly related indivi-
duals. However, statistical power can be compromised in ana-
lyzing base and target samples from different populations, as
discussed below, and so ideally base and target samples should
be as similar as possible without risking inclusion of over-
lapping or highly related samples.
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Calculation of PRSs

Once QC has been performed on the base and target data, and
the data files are formatted appropriately, then the next step is
to calculate PRSs for all individuals in the target sample. There
are several options in terms of how PRSs are calculated. GWASs
are performed on finite samples drawn from particular subsets
of the human population, and so the SNP effect size estimates
are some combination of true effect and stochastic variation—
producing ‘winner’s curse’ (see overfitting) among the top-
ranking associations—and the estimated effects may not gen-
eralize well to different populations (discussed below). The
aggregation of SNP effects across the genome is also compli-
cated by the correlation between SNPs—LD. Thus, key factors
in the development of methods for calculating PRSs are: (i) the
potential adjustment of GWAS estimated effect sizes via, for
example, shrinkage, (ii) the tailoring of PRSs to target popu-
lations and (iii) the task of accounting for LD. We discuss these
issues below, and also those relating to the units that PRS values
take, the prediction of traits different from the base trait and
multi-trait PRS approaches. Each of these issues should be
considered when calculating PRSs irrespective of subsequent
application. While some of these features of PRS calculation are
automated in specific PRS software, it is important to under-
stand the issues underlying PRS calculation to aid study design
and interpretation of results.

Shrinkage of GWAS effect size estimates
Given that SNP effects are estimated with uncertainty, and since
not all SNPs influence the trait under study, the use of unad-
justed effect size estimates of all SNPs could generate poorly
estimated PRSs with high standard error. To address this, two
broad shrinkage strategies have been adopted: (1) shrinkage of
the effect estimates of all SNPs via standard or tailored statis-
tical techniques, and (2) use of P value selection thresholds as
inclusion criteria for SNPs into the score.

1 PRS methods that perform shrinkage of all SNPs'**%*>
generally exploit commonly used statistical shrinkage/
regularization techniques, such as LASSO or ridge regres-
sion'’, or Bayesian approaches that perform shrinkage via
prior distribution specification’”*>*®,  Under different
approaches or parameter settings, varying forms of shrink-
age can be achieved: e.g., LASSO regression reduces small
effects to zero, while ridge regression shrinks the largest
effects more than LASSO but does not reduce any effects to
zero. The most appropriate shrinkage to apply is dependent
on the underlying mixture of null and true effect size
distributions, which are probably a complex mixture of
distributions that vary by trait. Since the optimal shrinkage
parameters are unknown a priori, PRS prediction is typically
optimized across a range of possible parameter values
(see below for overfitting issues relating to this), which in the
case of LDpred, for example, includes a parameter for the
fraction of causal variants®.

2 In the classic PRS calculation method™'""?, only those SNPs
with a GWAS association P value below a certain threshold
(eg, P<1x 10°) are included in the calculation of the
PRS, while all other SNPs are excluded. This approach
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effectively shrinks all excluded SNPs to an effect size
estimate of zero and performs no shrinkage on the effect size
estimates of those SNPs included. Since the optimal P value
threshold is unknown a priori, PRSs are typically calculated
over a range of thresholds, association with the target trait is
tested for each, and the prediction is optimized accordingly
(see Overfitting in PRS-trait association testing). This
process is analogous to tuning parameter optimization in
the formal shrinkage methods. An alternative way to view
this approach is as a parsimonious variable selection
method, effectively performing forward selection ordered
by GWAS P value, involving block-updates of variables
(SNPs), with size dependent on the increment between
P value thresholds. Thus the ‘optimal threshold” selected is
defined as such only within the context of this forward
selection process; a PRS computed from another subset of
the SNPs could be more predictive of the target trait, but the
number of possible subsets of SNPs is too large to feasibly
test given that GWAS are based on millions of SNPs.
Different shrinkage methods offer differences in trait pre-
dictive power (varying by trait genetic architecture), parsimony
of predictive model and speed of computation, factors that the
investigator must weigh in method selection.

Controlling for LD

If genetic association testing is performed using joint models of
multiple SNPs*’, then independent genetic effects can be esti-
mated despite the presence of LD. However, association tests in
GWASs are typically performed one SNP at a time, which,
combined with the strong correlation structure across the
genome, makes estimating the independent genetic effects (or
best proxies of these if not genotyped/imputed) extremely
challenging. If independent effects were estimated in the GWAS
or by subsequent fine-mapping, then PRS calculation can be a
simple summation of those effects. If, instead, the investigator is
using a GWAS based on one-SNP-at-a-time testing, then there
are two main options for approximating the PRS that would be
obtained from independent effect estimates: (i) SNPs are
clumped (i.e., thinned, prioritizing SNPs at the locus with the
smallest GWAS P value) so that the retained SNPs are largely
independent of each other, and, thus, their effects can be
summed, assuming additivity; and (ii) all SNPs are included,
accounting for the LD between them. In the classic PRS cal-
culation method™ '3, option (i) is combined with P value
thresholding and called the C+T (clumping + thresholding)
method, while option (ii) is generally favored in methods that
implement traditional shrinkage techniques'”***>*°, The rela-
tively similar performance of the classic approach to more
sophisticated methods'*'**" may be due to the clumping
process capturing conditionally independent effects well; note
that clumping does not merely thin SNPs by LD at random
(like pruning) but preferentially selects SNPs most associated
with the trait under study, and retains multiple SNPs in the
same genomic region if there are multiple independent effects
there: clumping does not simply retain only the most-associated
SNP in a region. A criticism of clumping, however, is that
researchers typically select an arbitrarily chosen correlation
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LDpred: Bayesian shrinkage
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PRS analysis in
diverse data

PRS-CS: Bayesian regression with
continuous shrinkage prior
JAMPred: Two-step bayesian
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bigsnpr: R package
for genetic analyses

lassosum: Penalized regression

Fig. 2 | Shown is a flow chart of suggested analytical steps that can be
followed to perform QC and select software for PRS analyses.
GenomicSEM® and MTAG’® are software tools that allow for joint
analysis of summary statistics from GWASs of different complex traits
and can help to boost power. Common PRS software programs include
(but are not limited to) PRSice'™'4, LDpred45, PRS-CS??, JAMPred*® and
lassosum'®. PLINK?®>” and bigsnpr*® can be used for the implementation
of custom pipelines, and MultiPRS"? is a method to perform PRS analyses
on admixed populations.

threshold*' for the removal of SNPs in LD, and so while no
strategy is without arbitrary features, this may be an area for
future development of this approach. The key benefits of the
classic PRS method are that it is relatively fast to apply and is
more interpretable than present alternatives.

Both clumping and LD modeling require estimation of the
LD between SNPs. Assuming that LD values derived from the
base data are unavailable, then those from a reference sample of
the same ancestry, such as from the 1000 Genomes Project
data*, should be used to approximate these. If there are no
reference samples well matched to the population composition
of the base data, then the target data can be used to estimate the
LD instead. However, if base and target samples are drawn from
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different populations, then the base data LD may be poorly
approximated and PRS accuracy reduced accordingly.

Figure 2 illustrates a PRS analysis pipeline, highlighting QC
steps and some of the main software programs presently
available to users as options, which may be selected according
to scientific question, data, estimated accuracy and speed of
PRS computation method'*'****34%%0 "and user preference.
In our tutorial that accompanies this article (https://
choishingwan.github.io/PRS-Tutorial/), readers can perform
PRS analyses on example data using several of these programs
to become familiar with the process. The tutorial uses summary
statistic data from the GIANT consortium' and simulated
target data, and involves applying PLINK*®"/, PRSice-2"*,
LDpred*” and lassosum '’ to calculate PRSs and illustrate results
from standard PRS analyses.

PRS units

When calculating PRSs, the units of the GWAS effect sizes
determine the units of the PRS; for example, if calculating a
height PRS using effect sizes from a height GWAS that are
reported in centimeters, then the resulting PRS will also be in
centimeters. The PRS may then be standardized, dividing by the
number of SNPs to ensure a similar scale irrespective of the
number of SNPs included, or standardized to a standard nor-
mal distribution. However, the latter discards information that
you may wish to retain, since the absolute values of the PRS
may be useful for identifying outliers, detecting problems with
the sample or PRS calculation (see ‘PRS distribution’), com-
paring PRSs across different samples or even detecting the
effects of natural selection.

If the phenotype values were log-transformed, standardized
or inverse normalized before the GWAS, then the reported
effect sizes will reflect this. Log-transformed effect sizes can be
back-transformed, via exponentiating, to obtain effect sizes in
the measured units. The logarithm base used in log-
transforming the phenotype data must be known so that the
correct exponentiation can be performed. Typically, the data
required to back-transform normalized data (in Z-score units)
are unavailable, so in this case the PRS should be calculated
based on the Z-score effect size estimates, and the resulting
scores will be in Z-score (i.e., standard deviation) units. When
PRSs are calculated using effect sizes in units of the trait, then
an implicit assumption is that the absolute effect of risk alleles is
equal in the base and target populations, while when computed
in Z-score units, the assumption is that the effect sizes are equal
in terms of their impact as a fraction of trait variance.

In calculating PRSs on a binary (e.g., case/control) pheno-
type, the effect sizes used as weights are typically reported as log
Odds Ratios (log(ORs)). Assuming that relative risks on a
disease accumulate on a multiplicative rather than an additive
scale’’, then PRSs should be computed as a summation of log
(OR)-weighted genotypes. PRS values are computed in relation
to a hypothetical individual with the non-effect allele at every
SNP, and, thus, they provide only a relative (compared to other
individuals) estimate of risk (or trait effect) rather than an
absolute estimate.
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Population genetic structure and the generalizability of
PRSs

A major concern in GWAS and PRS studies is that their results
may be affected by confounding due to population genetic
structure. Briefly, the non-random mating of individuals in a
population, caused chiefly by the tendency for individuals to
find a partner born in a nearby geographic location, generates
structure in genetic variation across a population. Since envir-
onmental risk factors also tend to be geographically structured,
this creates the potential for associations between many genetic
variants and the tested trait that are confounded by, for example,
location’>””. Uncorrected, this can lead to false positive
genotype-phenotype associations and consequently inflated
estimates of PRS prediction. PRS prediction can also be inflated
by a household effect, whereby the genetics of an individual are
correlated with their household environment when created by
parents (or siblings) with shared genetic tendencies (e.g., of diet,
books or exercise)’*”. A key difference between these sources of
PRS inflation is that the genetic variants leading to inflation due
to population genetic structure are typically non-causal of the
outcome, being incidentally associated with location and
environmental risk factors, whereas those creating the house-
hold effect are (indirectly) causal. Stringent adjustment of effects
via genetic principal components (PCs)* or the use of mixed
models*® should be applied to both the base and target samples
to minimize inflation due to population structure, but the pos-
sibility of complex structure causing residual confounding
cannot be ruled out. However, family data provide a convenient
way of testing for the combined impact of population structure
and the household effect on PRS prediction. If a unit increase in
PRS between ‘unrelated’ individuals has a larger impact on a
trait than a unit increase in PRS between siblings, then popu-
lation structure and/or the household effect may be inflating
PRS prediction in general population samples’”®, Greater
adoption of family designs at the GWAS and PRS stages could
be important in the future for disentangling the effects of direct
genetics, indirect genetics and population structure on a trait™.

In contrast, PRS prediction performed in a target sample from
a different worldwide population from that of the base sample
typically shows significant deflation®®°*~%%, due to differences in,
for example, genotype effect sizes, allele frequencies and LD. The
characteristics of the base sample, such as their age, sex or socio-
economic distribution, influence base trait heritability and, thus,
can also affect PRS prediction””. Given the potential implications
for disparity in healthcare caused by applying PRSs that perform
well only in specific subsets of the human population, we expect
the issue of the generalizability of PRSs to be an active area of
methods development in the coming years®>**®,

Figure 3 illustrates some of the major sources of bias in PRS-
trait associations, highlighting the potential inflation caused by
local correlation between genetics and the environment, and the
likely deflation caused by a lack of correlation between the
genetics and/or environment of base and target data.

Predicting different traits and exploiting multiple PRSs
While PRSs are often analyzed in scenarios in which the base
and target phenotype are the same, many published studies
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Inflation of PRS-trait association

Fig. 3 | lllustration of major sources of inflation/deflation of PRS-trait
associations. If the target data differ markedly from the base data in
terms of allele frequencies, LD, the environment, selection pressures,
etc., then the PRS-trait association will probably be deflated relative to a
target sample that is well matched to the base data (note that relative
inflation is theoretically possible if the trait has greater heritability in the
target sample than the base sample®®). Correlation between the
population structure of genetics and the environment can inflate PRS-
trait associations unless they are controlled for fully. This inflation can be
exacerbated by a household effect in which parents produce an
environment reflecting their genetic tendencies®, known as passive
gene*environment correlation'®®. This figure illustrates in simple form
some of the broad major influences on PRS-trait associations and their
typical effects; it is not intended to capture the many nuances and
exceptions involved or other important effects such as evocative or active
genetic-environment correlations or assortative mating®®'°°.

involve a target phenotype different from that on which the
PRS is based. These analyses fall into three main categories: (i)
target trait prediction using a different but similar (or ‘proxy’)
base trait: if there is no large GWAS on the target trait, or it is
underpowered compared to a similar trait, then prediction may
be improved using a different base trait (e.g., education years to
predict cognitive performance®**"); (ii) target trait prediction
exploiting multiple PRSs based on a range of different traits in a
joint model®*’; and (iii) testing for shared etiology between
base and target trait®®*?. Applications (i) and (ii) are straight-
forward in their etiology-agnostic aim of optimizing prediction,
achieved by exploiting the fact that a PRS based on one trait is
predictive of genetically correlated traits, and that a PRS com-
puted from any base trait is sub-optimal due to the finite size of
any GWAS. A common concern in using multiple PRSs as
predictors is that the PRSs are computed from the same SNPs
and are, thus, inherently correlated. However, this is true of any
epidemiological prediction model, since predictors typically
comprise multiple shared risk factors. Therefore, when a large
number of PRSs (>10) are included as predictors in a joint
model, then the risk of overfitting and multicollinearity should
be minimized as standard in prediction modeling, such as by
applying shrinkage techniques (as in ref. ®’) or using a random
effects term to model their correlation (as in ref ©°°).
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Alternatively, multi-trait GWAS methods can be used to model
the joint effects of genetic variants on multiple phenotypes at
the GWAS stage®™”’, before computing PRSs.

Application (iii) is inherently more complex than (i) and (ii)
because there are different ways of defining and assessing
‘shared etiology”’'. Shared etiology may be due to so-called
horizontal pleiotropy (separate direct effects) or vertical pleio-
tropy (downstream effect)”’, and there are several quantities
that can be estimated—genetic correlation’, genetic contribu-
tion to phenotypic covariance (co-heritability)’>”* or a trait-
specific measure (e.g., where the denominator relates to the
genetic variance of only one of the traits).

While there is active method development in these areas®”
at present, the majority of PRS studies use the same approach to
PRS analysis whether or not the base and target phenotypes
differ. However, this is rather unsatisfactory because of the non-
uniform genetic sharing between different traits. In PRS ana-
lysis, the effect sizes and P values are estimated using the base
phenotype, independent of the target phenotype. Thus, a SNP
with high effect size and significance in the base GWAS may
have no effect on the target phenotype. The standard approach
could be adapted so that SNPs are prioritized for inclusion in
the PRS according to joint effects on the base and target traits,
while modifications of other PRS approaches will likely be
developed in the future, each tailored to specific scientific
questions.
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Interpretation and presentation of results

Once PRSs have been calculated, selecting from the options
described above, typically a regression is then performed in the
target sample, with the PRS as a predictor of the target trait or
experimental outcome, and covariates included as appropriate.
In this section, we consider how results from PRS analyses are
measured and plotted, how to avoid overfitting, the inter-
pretation of results in terms of genetic associations and the
potential clinical utility of PRSs and the predictive accuracy and
power of PRS analyses.

Association and goodness-of-fit metrics

A typical PRS study involves testing evidence for an association
between a PRS and a trait(s) in the target data. The association
between PRS and outcome can be measured with standard
association or goodness-of-fit metrics, such as the P value
derived in testing a null hypothesis of no association, pheno-
typic variance explained (R?) oreffect size estimate (beta or
OR) per unit of PRS or between specific strata (e.g., high- versus
low-risk individuals), and with measures of discrimination in
disease prediction, such as area under the receiver operator
curve (AUC) or area under the precision recall curve. The
association between the PRS and the target trait is usually tested
in a linear (continuous trait) or logistic (binary trait) regression,
adjusting for covariates (e.g., genetic PCs, sex and age). When
covariates are included in the model, then measures such as the
incremental R? (increase in R? with the addition of the PRS to
the model), which isolate the explanatory power of the PRS,
should be reported. The incremental R” is necessarily greater
than zero when testing is performed within a single sample, and
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50 either an adjusted R® (accounting for additional parameters)
or an out-of-sample R® should be reported (see Overfitting in
PRS-trait association testing). The inclusion of covariates that
are predictors of the outcome should increase statistical power
and lead to more accurate estimates of PRS effects in linear
regression settings, but in ascertained samples can reduce
power in logistic regression settings’*. Therefore, we recom-
mend reporting results with and without important covariates
when testing binary outcomes; confounders, such as genetic
PCs, should be included as usual.

While variance explained (R?) is a well-defined concept for
continuous trait outcomes, only conceptual proxies of this
measure (‘pseudo—RZ’) are available for case/control outcomes.
A range of pseudo-R’ metrics is used in epidemiology’>’°, with
Nagelkerke R’ perhaps being the most popular. However,
Nagelkerke R* and similar metrics produce biased estimates of
the phenotypic variance on the liability scale when the case/
control ratio is not equal to the disease prevalence’”. Intuitively,
the R on the liability scale here estimates the proportion of
variance explained by the PRS of a hypothetical normally dis-
tributed latent variable that underlies and causes case/control
status’>””. Heritability is typically estimated on the liability
scale for case/control phenotypes'>’>”. Lee et al.”” developed a
pseudo-R° metric that accounts for case/control ratio and is
measured on the liability scale. Under simulation, we demon-
strate that this metric indeed controls for case/control ratios
that do not reflect disease prevalence, while Nagelkerke R* can
be highly biased (Fig. 4). Thus, we recommend use of the Lee R
when the disease prevalence can be well approximated, and, if
not, the Lee R® should be estimated for a range of realistic
prevalences to provide a credible interval of R” values. Note that
if the cases in a study are milder or more severe than typical
cases, then the estimated pseudo—R2 (including the Lee R?) will
be deflated or inflated, respectively.

Graphical representations of results: bar and quantile
plots

When the classic C+T method is used, the results of PRS
association tests are sometimes displayed as a bar plot, where
each bar corresponds to the result from testing a PRS computed
from SNPs with a GWAS P value exceeding a specific threshold.
Typically, a small number of bars are shown, reflecting results
at round-figure P value thresholds (5 x 1078, 1 x 1075, 1 x
1073, 0.01, 0.05, 0.1, 0.2, 0.3, etc.). If ‘high-resolution” scoring'’
is performed, then a bar representing the most-predictive PRS
may be included. Usually, the y-axis corresponds to the phe-
notypic variance explained by the PRS (R® or pseudo-R?), and
the value over each bar (or its color) provides the P value of
association between the PRS and target trait. See examples of
such bar plots in refs. 7*~*'. It is important to note that the P
value threshold of the most predictive PRS is a function of the
effect size distribution, the power of the base (GWAS) and
target data, the genetic architecture of the trait and the fraction
of causal variants, and so should not be interpreted merely as
reflecting the fraction of causal variants. For instance, if the
GWAS data are relatively underpowered, then the optimal
threshold is more likely to be P = 1 (all SNPs) even if a small
fraction of SNPs are causal (see ref. ° for details).
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Fig. 4 | Results from a simulation study comparing Nagelkerke pseudo-
R? with the pseudo-R? proposed by Lee et al.”® that incorporates
adjustment for the sample case/control ratio. In the simulation,
2,000,000 samples were simulated (using linear models and rmnorm() in
R) to have a normally distributed phenotype, generated by a normally
distributed predictor (e.g., a PRS) explaining a varying fraction of
phenotypic variance, with a residual error term to model all other effects.
Case/control status was then simulated under the liability threshold
model according to a specified prevalence. Cases (5,000) and controls
(5,000) were then randomly selected from the population, and the R? of
the original continuous data (empirical R?), estimated by linear regression,

While metrics such as the AUC and R’ can provide sample-
wide summaries of the predictive power of a PRS, it can be
useful to inspect how trait values vary with increasing PRS or to
gauge the elevated disease risk among individuals with the
highest PRSs. This can be visualized using a quantile plot
(Fig. 5a). Quantile or strata plots in PRS studies are usually
constructed as described in refs. '**>"**, The target sample is
first separated into strata of increasing PRS: for instance, 20
equally sized quantiles, each comprising 5% of the PRS sample
distribution (Fig. 5a), or unequal strata, usually used to high-
light individuals with extreme PRSs (Fig. 5b). The phenotype
values of each stratum are then either plotted directly as means
or prevalences (as in Fig. 5a,b) or compared to those of a
reference stratum (usually the median stratum or the remaining
strata combined) one by one, with strata status as a predictor of
target phenotype (reference stratum coded 0, test stratum
coded 1) in a regression. Performing a regression allows
adjustment for covariates and will mean that the y-axis takes
values of beta (continuous trait) or OR (binary trait).

Quantile plots corresponding to the effect of a PRS on a
normally distributed target trait should reflect the S-shape of
the probit function (Fig. 5a). This is because the trait values are
more spread out between quantiles at the tails of a normal
distribution. Thus, plotting quantiles of PRS versus (absolute)
effect on trait shows increasingly larger jumps up/down the
y-axis from the median to the extreme upper/lower quantiles.
When unequal strata are plotted, with the smallest strata at the
tails, then this effect appears stronger. When the target outcome
is disease status and prevalence or OR are plotted on the y-axis,
then the shape is expected to be different: here, the shape is
asymmetrical, showing a marked inflection at the upper end

was compared to both the Nagelkerke R? (e) and the Lee R? (x) based on

: . € (Fig. 5b), since cases are enriched at the upper end only. Thus,
the corresponding case/control data by logistic regression.

inflections of risk at the tails of the PRS distribution®*** should
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Fig. 5 | Three different ways of representing the same data. The data correspond to body mass index (BMI; in kg/m?) PRSs calculated in 386,266
individuals in the UK Biobank data, derived using the GIANT BMI GWAS as base data. a, Quantile plot with 20 quantiles of increasing BMI PRS versus
mean BMI (y-axis). b, Strata plot with unequal strata of increasing BMI PRS versus prevalence (%) of severe obesity (BMI > 40). ¢, Strata plot with the
same strata as in b, but here each individual's BMI value is shown on the y-axis. The sample is randomly thinned to 5% of the total size, and lateral
spread within each stratum is applied, to make individual points visible, while red points correspond to individuals with severe obesity. Qualitatively
similar patterns as these should be expected for PRSs corresponding to all reasonably heritable continuous or binary traits, with strength of patterns
dependent on the predictive power of the PRS (here, the PRS explains ~5% of BMI in these data). BMI here could be considered analogous to the
liability underlying a disease in the liability threshold model, and in this way plot € may be helpful in imagining the uncertainty in the true liability that
underlies a given PRS value for a disease.
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be interpreted according to these statistical expectations and
not as interesting in themselves.

Interpretation for clinical utility

There is intense interest in the potential clinical utility of PRSs
—to improve diagnoses, to select optimal treatment and in
particular as part of preventative medicine®>™*’. Preventative
medicine typically either seeks to shift entire trait distributions
(e.g., to reduce population-wide BMI or salt intake) or to target
high-risk individuals (e.g., screening according to age or mul-
tiple factors). The efficacy of each strategy in reducing disease
burden is dependent on numerous statistical, behavioral and
economic factors, discussed elsewhere””". If targeting high-risk
individuals is evaluated as worthwhile for a given disease, then
whether PRSs can aid the stratified medicine approach taken
should be considered. The PRS has some attractive features as a
clinical predictor, including being reasonably inexpensive, non-
intrusive, available from birth and requiring only a single
measure during a life-time (although effects can vary by age®®).
Also, while PRS must be partially correlated with traditional
risk factors given the heritability of almost all risk factors, they
probably also offer orthogonal information that cannot be easily
measured. One noteworthy example is that of family history as
a risk factor: the family history of disease, often a key predictor
in disease prediction models, will typically be exactly the same
for full siblings despite the substantial variance in genetic lia-
bility conferred to them from their parents. Thus, individual-
level PRSs have the potential to offer markedly higher pre-
dictive power than family history alone. However, present PRSs
often have low predictive power, and so claims of their
direct clinical utility have drawn scepticism”*”* and generated
much debate.

We use Fig. 5, and BMI as an example, to highlight some of
the pertinent issues of the debate. The base data here are the
BMI summary statistics generated by the GIANT Consortium',
while the target data are from the UK Biobank:*” in these data,
the PRS for BMI explains approximately 5% of the variation in
BMI in the target data, which is typical predictive accuracy for a
BMI PRS using a recent BMI GWAS and for PRSs of most
phenotypes with a well-powered GWAS (e.g., with >20
genome-wide significant loci). Figure 5b shows the prevalence
of severe obesity across strata of BMI PRSs, and in contrast to
the moderate increase in mean BMI across quantiles (Fig. 5a),
shows a steep increase in obesity prevalence rates in the upper
tail. The comparatively high risk in the most extreme strata, for
obesity and other major diseases, has been used as an argument
for the clinical utility of PRSs***’. However, Fig. 5¢ highlights
potential limitations. While the upper strata do have an elevated
prevalence rate, the uncertainty in the individual predictions is
extremely large, such that individuals should avoid interpreta-
tion of their PRS value (unless the PRS explains considerably
more phenotypic variance than 5%). Furthermore, most obese
individuals have a normal or low PRS, highlighting a drawback
of focusing on ‘high risk’ individuals when the prediction model
explains a small fraction of phenotypic variation™. Finally, the
prevalence rates in the top 1% stratum (7.2%) are markedly
higher than in the 95%-99% stratum (4.9%), and substantially
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higher than in the 40%-60% stratum (1.6%), but there are more
individuals with severe obesity in the latter strata, and many are
close to the obesity threshold. Therefore, focusing on pre-
valence rates (or risk/ORs) could be misleading in terms of
impact on public health, especially if the clinical effects of
genetic liability are continuous. It can also be misleading to
report, for example, ORs that compare the highest and lowest
strata, since these are inflated relative to typical ORs, which
compare exposed and unexposed groups.

There is a critical need for rigorous cost-benefit analyses to
evaluate how estimated increases in predictive power offered by
PRSs are likely to translate into improvements in public health
compared to alternatives, such as instead optimizing prediction
models based on endophenotypes (e.g., BMI or cholesterol)
measured at informative ages or implementing population-wide
interventions (e.g., food regulations). Until objective compar-
isons have been performed, the debate on the topic is likely to
remain largely semantic, while huge investments in research
and healthcare funds, justified by the promise of the
clinical utility of PRSs, could be misguided unless robust
evidence is followed.

Interpretation of PRS-trait associations
PRSs for many traits are presently such weak proxies of true
genetic liability that the phenotypic variance that they explain is
often very small (R? < 0.01). Association test results of PRS with
very small estimated effects should be treated with caution
given the possibility that they may have been generated by
subtle uncorrected confounding. However, if the results are
shown to be robust to confounding (see Population genetic
structure and the generalizability of PRSs), then the effect size is
not important if the aim is only to establish whether an asso-
ciation exists, which may provide etiological insight.
Pleiotropy is ubiquitous in the genome’"””, with potentially
some shared genetic etiology between the vast majority of
phenotypes. This is probably due to the complex, highly
interrelated biological and environmental network among
human traits. For instance, a genetic predisposition to higher
cognitive performance must, on average, lead to greater edu-
cational performance and higher socioeconomic position”®;
socioeconomic position is associated with most complex dis-
eases, and thus a component of the genetic etiology of most
diseases will be the genetics of cognition. This genetic compo-
nent is probably extremely small for most diseases, but with
sufficient sample size will generate significant (typically nega-
tive) genetic correlations between cognition and many diseases
(vertical pleiotropy), as well as between diseases (horizontal
pleiotropy). Similar examples could be provided for genetic
liabilities to addiction, risk-taking, confidence, depression,
metabolism, immunity, etc. and the multitude of traits and
diseases on which they have downstream effects. While this
intimate link between genetics and the complex interrelated
network among risk factors and diseases helps to explain both
the high levels of pleiotropy and polygenicity observed in
genomic data, it also calls for caution in interpretation of
genetic overlap between phenotypes: an unconsidered or
unknown, shared, small sub-component of genetic risk may
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have driven an observed genetic association between two phe-
notypes, potentially rendering the link between the two phe-
notypes unimportant. However, despite this complexity,
important mechanistic insight can be provided by testing
whether the shared etiology between a pair of traits is due to
horizontal or vertical pleiotropy’', which is the focus of Men-
delian Randomization methods’””®. To this end, PRSs may be
useful in establishing the relative strength of genetic associa-
tions among a range of traits">”” and, in so doing, act as a step

toward identifying the causal mechanism'*’.

PRS distribution

The central limit theorem dictates that if a PRS is based on a
sum of independent variables (here, SNPs) with identical dis-
tributions, then the PRS of a sample should approximate the
normal (Gaussian) distribution. This is true even if the PRS has
extremely low predictive accuracy, since the sum of random
numbers is approximately normally distributed, and so a nor-
mally distributed PRS in a sample should not be considered as
validation of the accuracy of a PRS or of the liability threshold
model. However, strong violations of these assumptions, such
as the use of many correlated SNPs or a sample of heterogenous
ancestry (thus, SNPs with markedly different genotype dis-
tributions), can lead to non-normal PRS distributions. Thus,
inspection of PRS distributions may highlight calculation errors
or problems of population stratification in the target sample for
which researchers did not adequately control.

Overfitting in PRS-trait association testing
A common concern in PRS studies that adopt the classic (C+T)
approach is whether the use of the most predictive PRS—based
on testing at many P value thresholds—overfits to the target
data and thus produces inflated results and false conclusions.
While such caution is to be encouraged in general, potential
overfitting is a normal part of prediction modeling, relevant to
the other PRS approaches (Fig. 2), and there are well-
established strategies for increasing predictive power while
avoiding overfitting'®". One strategy that we do not recommend
is to perform no optimization of parameters—e.g., selecting a
single arbitrary P value threshold (such as P < 1 x 10~® or
P = 1)—because this may lead to serious underperformance of
the PRS prediction, which itself can lead to false conclusions.
The gold-standard strategy for guarding against generating
overfit prediction models and results is to perform out-of-
sample prediction. First, parameters are optimized using a
training sample, and then the optimized model is tested in a test
or validation data set to assess performance. In the PRS setting
involving base and target data sets, it would be incorrect to
believe that out-of-sample prediction has already been per-
formed, because polygenic scoring involves two different data
sets; in fact, the training is performed on the target data set,
meaning that a third data set is required for out-of-sample
prediction. The leave-one-out strategy often adopted in meta-
analysis consortia®® is also at risk of overfitting if parameter
optimization and testing are both performed in the data set left
out. In the absence of an independent data set, the target sample
can be subdivided into training and validation data sets, and
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this process can be repeated with different partitions of the
sample (e.g., performing 10-fold cross-validation®”'**'**) to
obtain more robust model estimates. However, a true out-of-
sample, and thus not overfit, assessment of performance can be
achieved only via final testing on a sample entirely separate
from data used in training.

Without validation data or when the size of the target data
makes cross-validation underpowered, an alternative is to
generate empirical P values corresponding to the optimized
PRS prediction of the target trait, via permutation'*. While the
PRS itself may be overfit, if the objective of the PRS study is
association testing of a hypothesis—e.g., Ho: schizophrenia and
rheumatoid arthritis have shared genetic etiology—rather than
for prediction per se, then generating empirical P values offers a
powerful way to achieve this while maintaining appropriate
type 1 error'®. Tt is also even possible to generate optimized
parameters for a PRS when no target data are available'.

Power and accuracy of PRSs: target sample sizes
required

In one of the key PRS papers published to date, Dudbridge
2013° investigated the expected power and predictive accuracy
of PRSs according to derived formulae based on standard
quantitative genetics models'”*, Dudbridge demonstrated that
highly significant results observed in PRS association studies
were consistent with expectations given the base and target
sample sizes used, thus not necessarily due to confounding or
bias, and calculated that several published studies with null
results were probably underpowered. Dudbridge also showed
that the power of PRS association testing is optimized using
equal-sized base and target sample sizes, while individual-level
predictive accuracy is optimized by maximizing base
sample size.

To complement these theoretical expectations, we performed
PRS analyses, using the UK Biobank, that may be useful for
estimating what target sample sizes are required for PRS-trait
association testing. We tested traits with high (height), medium
(forced volume capacity; FVC) and low (hand grip strength)
SNP heritability. Sampling randomly from the UK Biobank, we
generated a base GWAS of size 100,000 individuals, a target
sample size of 100,000 for parameter optimization and a range
of validation sample sizes from 10 to 2,000. We performed PRS
association tests using the classic C+T method, predicting the
same trait as used in the base GWAS, and repeating the sam-
pling 200 times to estimate the variability in the results. Figure
6a displays the trait variance explained in the validation data
across the range of sample sizes in the three target traits. Figure
6b displays the statistical power from association testing of the
PRS and each of the corresponding target traits, showing, for
example, that a target sample size of ~200 is required to exceed
80% power for FVC (h,,= 0.23) and ~500 for hand grip
strength (h3,, = 0.11). While these results correspond to per-
formance in validation data, the statistical power should be
reflective of the power in relation to empirical P values esti-
mated in target data (see Overfitting in PRS-trait association
testing). We tested continuous traits here, but we would expect
these results to reflect those of case/control outcomes with
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Fig. 6 | Examples of the performance of PRS analyses on real data by
validation sample size, according to (a) phenotypic variance explained
(R2) and (b) association P value. UK Biobank data on height (h3y, =
0.49%), FVC (W, = 0.23%) and hand grip (h}y, = 0.11°) were randomly
split into two sets of 100,000 individuals and used as base and target
data, while the remaining sample was used as validation data of varying
sample sizes, from 10 individuals to 2,000 individuals. Each analysis was
repeated 200 times with independently selected validation samples. The
mean and 95% range of R? values across the 200 simulations are
depicted in a, and statistical power in b corresponds to the proportion of
simulations that produced a PRS-trait association P value < 0.05 in the
validation data.

similar heritabilities estimated on the liability scale and
equivalent effective sample sizes (see ref. ). While these results
only approximate the performance of PRS analyses across traits
of varying heritability—assuming ancestrally matched base and
target samples and without accounting for factors such as trait
polygenicity—they may be useful in providing a broad indica-
tion of whether researchers’ data are sufficiently powered for
future analyses or if they should acquire more data.

Conclusions

As GWAS sample sizes increase, polygenic scores are likely to
play a central role in the future of biomedical research and
personalized medicine. However, the efficacy of their use will
depend on the continued development of methods that exploit
them, their proper analysis and appropriate interpretation and
an understanding of their strengths and limitations.
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