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1 Setting the pace 

1.a What can your spit tell you about your DNA? 

The use of saliva 

 People spit for a variety of reasons. We've all employed the technique to 
remove a hair or some other distasteful object from our mouths. People 
who chew tobacco do it for obvious reasons. Ball players do it because 
they're nervous, bored or looking to showcase their masculinity. And 
people in many different cultures spit on their enemies to show disdain. 

 Thanks to a phenomenon known as direct-to-consumer genetic testing or 
at-home genetic testing, people are spitting today for a much more 
productive (and perhaps more sophisticated) reason -- to get a glimpse of 
their own DNA. 
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From saliva to DNA 

 Your saliva contains a veritable mother load of biological material from 
which your genetic blueprint can be determined.  

 For example, a mouthful of spit contains hundreds of complex protein 
molecules – enzymes -- that aid in the digestion of food.  

 Swirling around with those 
enzymes are cells sloughed off 
from the inside of your cheek.  

 Inside each of those cells lies a 
nucleus, and inside each nucleus, 
chromosomes, which themselves 
are made up of DNA 
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From saliva to DNA 

 Of course, you can't look at your own spit and see sloughed-off cells, the 
DNA they contain or the genetic information coded in the long chain of 
base pairs.  

 You need special equipment and scientists who know how to use it.  
 You also need trained counselors who can help you interpret the data once 

you get it back.  

 That's where companies like 23andMe, deCODEme and Navigenics come in. 
They give you the tools, resources and infrastructure necessary to learn 
more about what makes you tick at a cellular level. They each do it slightly 
differently, and they each reveal different aspects of your DNA profile.   
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Example: 23andMe 
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How many types of genetic tests exist? 

 There are >2000 genetic tests available to physicians to aid in the diagnosis 
and therapy for >1000 different diseases. Genetic testing is performed for 
the following reasons: 
 
- conformational diagnosis of a symptomatic individual 
- presymptomatic testing for estimating risk developing disease 
- presymptomatic testing for predicting disease 
- prenatal diagnostic screening 
- newborn screening 
- preimplantation genetic diagnosis 
- carrier screening 
- forensic testing 
- paternal testing 
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How is genetic testing used clinically? 

 Diagnostic medicine: identify whether an individual has a certain genetic 
disease. This type of test commonly detects a specific gene alteration but is 
often not able to determine disease severity or age of onset. It is estimated 
that there are >4000 diseases caused by a mutation in a single gene. 
Examples of diseases that can be diagnosed by genetic testing includes 
cystic fibrosis and Huntington's disease. 

 Predictive medicine: determine whether an individual has an increased risk 
for a particular disease. Results from this type of test are usually expressed 
in terms of probability and are therefore less definitive since disease 
susceptibility may also be influenced by other genetic and non-genetic (e.g. 
environmental, lifestyle) factors. Examples of diseases that use genetic 
testing to identify individuals with increased risk include certain forms of 
breast cancer (BRCA) and colorectal cancer.  
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How is genetic testing used clinically? 

 Pharmacogenomics: classifies subtle variations in an individual's genetic 
makeup to determine whether a drug is suitable for a particular patient, 
and if so, what would be the safest and most effective dose.  Learn more 
about pharmacogenomics. 

 Whole-genome and whole-exome sequencing: examines the entire 
genome or exome to discover genetic alterations that may be the cause of 
disease.  Currently, this type of test is most often used in complex 
diagnostic cases, but it is being explored for use in asymptomatic 
individuals to predict future disease. See also, supporting doc on the course 
website: “The promise and challenges of next-generation genome 
sequencing for clinical care” (JAMA Intern Med. 2014) 
 
 

  

http://www.ama-assn.org/ama/pub/physician-resources/medical-science/genetics-molecular-medicine/current-topics/pharmacogenomics.page?
http://www.ncbi.nlm.nih.gov/pubmed/24217348
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Types of Genetic Tests 

 As we will see, we can measure variation between individuals at several 
positions on the genome, using so-called molecular markers such as Single 
Nucleotide Polymorphisms (SNPs) 

 To run a SNP test, scientists embed a subject's DNA into a small silicon chip 
containing reference DNA from both healthy individuals and individuals 
with certain diseases.  

 By analyzing how the SNPs from the subject's DNA match up with SNPs 
from the reference DNA, the scientists can determine if the subject might 
be predisposed to certain diseases or disorders. 
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Reference genome 

 A reference genome (also known as a reference assembly) is a digital 
nucleic acid sequence database, assembled by scientists as a representative 
example of a species' set of genes.  

 As they are often assembled from 
the sequencing of DNA from a 
number of donors, reference 
genomes do not accurately 
represent the set of genes of any 
single person. Instead a reference 
provides a haploid mosaic of 
different DNA sequences from 
each donor.  

 For example GRCh37, the Genome 
Reference Consortium human 

genome (build 37) is derived from 
thirteen anonymous volunteers 
from Buffalo, New York  
 

 
"Wellcome genome bookcase" by Russ London at en.wikipedia. 

Licensed under CC BY-SA 3.0 via Commons - 

https://commons.wikimedia.org/wiki/File:Wellcome_genome_bookc

ase.png#/media/File:Wellcome_genome_bookcase.png

https://en.wikipedia.org/wiki/Nucleic_acid_sequence
https://en.wikipedia.org/wiki/Genome
https://en.wikipedia.org/wiki/DNA
https://en.wikipedia.org/wiki/Genome
https://en.wikipedia.org/wiki/Haploid
https://en.wikipedia.org/w/index.php?title=GRCh37&action=edit&redlink=1
https://en.wikipedia.org/wiki/Human_genome
https://en.wikipedia.org/wiki/Human_genome
https://en.wikipedia.org/wiki/Buffalo,_New_York
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SNP-based genetic tests 

 SNP testing is the technique used by almost all at-home genetic testing 
companies.  

 It doesn't, however, provide absolute, undisputed results!!! 

 

Can you handle the truth?  
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1.b Speaking the language - introduction 

The evolution of molecular markers (Schlötterer 2004) 
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The evolution of molecular markers 

 Nowadays, genetic markers represent sequences of DNA which have been 

traced to specific locations on the chromosomes and associated with 

particular traits.  

 They demonstrate polymorphism, which means that the genetic markers in 

different organisms of the same species are different.  

 A classic example of a genetic marker is the area of the DNA which codes 

for blood type in humans: all humans have and need blood, but the blood 

of individual humans can be very different as a result of polymorphism in 

the area of the genome which codes for blood. 

 

 

  

http://www.wisegeek.com/what-are-chromosomes.htm
http://www.wisegeek.com/what-is-a-genome.htm
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The evolution of molecular markers 

 One of the purposes of using “panels of molecular markers” is to hunt for 

genes that may be relevant to better understand disease or that allow us to 

make predictions 

 PS: also the concept of a “gene” has changed over time … 

  
Pythagoras (580-500 BC) 

 

“all hereditary material comes 

from a child’s father” 

Crick (1916-2004)/Watson (1928-) 

 

“structure of DNA explains hereditary 

processes” 
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Hunting for genes - Genetic mapping 

 Developing new and better tools to make gene hunts faster, cheaper and 

practical for any scientist was a primary goal of the Human Genome Project 

(HGP). 

 One of these tools is genetic mapping, the first step in isolating a gene. 

Genetic mapping - also called linkage mapping - can offer firm evidence that 

a disease transmitted from parent to child is linked to one or more genes. It 

also provides “clues” about where the gene lies. 

 Genetic maps have been used successfully to find the single gene 

responsible for relatively rare inherited disorders, like cystic fibrosis, but 

have also been useful as a guide to identify the possible many genes 

underlying more common disorders, like asthma. 
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How to generate a genetic map? 

 To produce a genetic map, researchers collect blood or tissue samples from 

family members where a certain disease or trait is prevalent.  

 Using various laboratory techniques, the scientists isolate DNA from these 

samples and examine it for the unique patterns of bases seen only in family 

members who have the disease or trait. These characteristic molecular 

patterns are referred to as polymorphisms, or markers. 

 Before researchers identify the gene responsible for the disease or trait, 

DNA markers can tell them roughly where the gene is on the chromosome. 

How is this possible? 
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How to generate a genetic map? (continued) 

 This is possible because of a genetic process known as recombination.  

 

As eggs or sperm develop within a person's body, the 23 pairs of 

chromosomes within those cells exchange - or recombine - genetic 

material. If a particular gene is close to a DNA marker, the gene and 

marker will likely stay together during the recombination process, and 

be passed on together from parent to child. So, if each family member 

with a particular disease or trait also inherits a particular DNA 

marker, chances are high that the gene responsible for the disease lies 

near that marker. 
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(Bush et al. 2012)  
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How to generate a genetic map? (continued) 

 The more DNA markers there are on a genetic map, the more likely it is that 

one will be closely linked to a disease gene - and the easier it will be for 

researchers to zero-in on that gene.  

 One of the first major achievements of the HGP was to develop dense 

maps of markers spaced evenly across the entire collection of human 

DNA. 

 

(http://www.genome.gov/10000715#al-3) 
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Having a genetic map : now what ? 
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1.b Speaking the language – by relevant questions 

What is ….? 
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Where is the genetic information located? 

 

(Ziegler and Van Steen, Brazil 2010)  
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Where is the genetic information located? 

 

(Ziegler and Van Steen, Brazil 2010)  
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Where is the genetic information located? 

 

(Ziegler and Van Steen, Brazil 2010)  
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What is recombination? 

 

(Ziegler and Van Steen, Brazil 2010)  
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How much do individuals differ with respect to genetic information? 

 

(Ziegler and Van Steen, Brazil 2010)  
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How much do individuals differ with respect to genetic information? 

 Genotype: The two alleles inherited at a specific locus. If the alleles are the 
same, the genotype is homozygous, if different, heterozygous. In genetic 
association studies, genotypes can be used for analysis as well as alleles or 
haplotypes.   

 Haplotype: Linear arrangements of alleles on the same chromosome that 
have been inherited as a unit. A person has two haplotypes for any such 
series of loci, one inherited maternally and the other paternally. A 
haplotype may be characterized by a single allele unless a discrete 
chromosomal segment flanked by two alleles is meant.  
 

 

http://www.dorak.info/epi/glosge.html 
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Are haplotypes always better in association studies for “disease”? 

 Analyses based on phased haplotype data rather than “unphased” 
genotypes may be quite powerful…  
 

 

       Test 1 vs. 2 for M1:                         D + d vs. d 
       Test 1 vs. 2 for M2:                         D + d vs. d 
       Test haplotype H1 vs. all others:    D vs. d 

 If the Disease Susceptibility Locus (DSL) is located at a marker, haplotype 
testing can be less powerful 
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What are microsatellite markers? 

 

                                                                                            (Ziegler and Van Steen, Brazil 2010) 
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What are single nucleotide polymorphisms? 

            
                                                                                      (Ziegler and Van Steen, Brazil 2010) 
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Why are SNPs preferred over STRs? 

 

                                                                                            (Ziegler and Van Steen, Brazil 2010) 
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Recall 

 

(Ziegler and Van Steen, Brazil 2010) 
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Which genotyping methods are currently being used? 

 

                                                                                            (Ziegler and Van Steen, Brazil 2010) 
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Which genotyping methods are currently being used? 

 

                                                                                            (Ziegler and Van Steen, Brazil 2010) 

 

 

 

  



GBIO0009  

 

 
 

1.c Genome-wide association studies – analysis workflow 

 Note: From –etic to –omic: scale explosion 

 A genome-wide association study refers to a method / methodology for 

interrogating all 10 million variable points across the human genome. 

 Since variation is inherited in groups, or blocks, not all 10 million points 

have to be tested. 

 Blocks are shorter though (so need for testing more points) the less closely 

people are related. 

 

“May he live in interesting times;   

Like it or not we live in interesting times.” 

Robert Kennedy, June 7, 1966 
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What is a genome-wide association study? 

 Hence, a genome-wide association study is an approach that involves 
rapidly scanning markers across the complete sets of DNA, or genomes, of 
many people to find genetic variations associated with a particular “trait”.  

 Once new genetic associations are identified, researchers can use the 
information to develop better strategies to detect, treat and prevent the 
disease.  

                                                                 (http://www.genome.gov/pfv.cfm?pageID=20019523) 

 

 Note: a trait can be defined as a coded phenotype, a particular 
characteristic such as hair color, BMI, disease, gene expression intensity 
level, … 
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What do we need to carry out a genome-wide association study? 

 The tools include  
- computerized databases that contain the reference human genome 

sequence,  
- a map of human genetic variation and  
- a set of new technologies that can quickly and accurately analyze 

whole-genome samples for genetic variations that contribute to the 
onset of a disease.  

(http://www.genome.gov/pfv.cfm?pageID=20019523) 
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What is the flow of a genome-wide association study? 

The genome-wide association study is typically (but not solely!!!) based on a 

case–control design in which single-nucleotide polymorphisms (SNPs) across 

the human genome are genotyped ...                         (Panel A: small fragment) 
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What is the flow of a genome-wide association study? 

 
 Panel B, the strength of association between each SNP and disease is 

calculated on the basis of the prevalence of each SNP in cases and 

controls. In this example, SNPs 1 and 2 on chromosome 9 are associated 

with disease, with P values of 10−12 and 10−8, respectively 

                                                                                                                      (Manolio 2010) 
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What is the flow of a genome-wide association study? 

 

 The plot in Panel C shows the P values for all genotyped SNPs that have 

survived a quality-control screen (each chromosome, a different color).  

 The results implicate a locus on chromosome 9, marked by SNPs 1 and 2, 

which are adjacent to each other (graph at right), and other neighboring 

SNPs.                                                                                                                      (Manolio 2010) 
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What is the flow of a genome-wide association study? 

 

(Ziegler 2009) 
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What do we need to carry out a genome-wide association study? 
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What do we need to carry out a genome-wide association study? 

 

 To distinguish between true and chance effects, there are several routes to 

be taken: 

- Set tight standards for statistical significance 

- Only consider patterns of polymorphisms that could plausibly have 

been generated by causal genetic variants (use understanding of and 

insights into human genetic history or evolutionary processes such as 

recombination or mutation) 

- Adequately deal with distorting factors, including missing data and 

genotyping errors (quality control measures) 
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Are GWAs part of the Bioinformatics discipline? 
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Are GWAs part of the Bioinformatics discipline? 
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Are GWAs part of the Bioinformatics discipline? 
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Are GWAs part of the Bioinformatics discipline? 
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(Martin et al 2009) 
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2 GWAs in details: study design 

What are the components of a study design for GWA studies? 

 The design of a genetic association study may refer to 

- study scale: 

 Genome-wide  

 Genomic 

- marker design: 

 Which markers are most informative? Microsatellites? SNPs? CNVs? 

 Which platform is the most promising? 

- subject design  
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Does scale matter? 

 

 

 

candidate gene approach 

 

vs 

 

genome-wide screening  approach 

 

  

Can’t see the forest for the 

trees 

Can’t see the trees for the 

forest 
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Does scale matter? 
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2.a Marker Level  

Which genetic markers to select? 

 Continuous distribution of genetic variants, shaped by mutation and 

selection 

 The Common Disease/Common Variant hypothesis (CDCV) 

 

                                                                                             (Ziegler and Van Steen, 2010) 
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Types of genetic diseases: Mendelian, oligogenic, polygenic 

 

 Monogenic diseases are those in which defects in a single gene produce 

disease. Often these disease are severe and appear early in life, e.g., cystic 

fibrosis. For the population as a whole, they are relatively rare. In a sense, 

these are pure genetic diseases: They do not require any environmental 

factors to elicit them. Although nutrition is not involved in the causation of 

monogenic diseases, these diseases can have implications for nutrition. 

They reveal the effects of particular proteins or enzymes that also are 

influenced by nutritional factors 

 

(http://www.utsouthwestern.edu)  
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 Oligogenic diseases are conditions produced by the combination of two, 

three, or four defective genes. Often a defect in one gene is not enough to 

elicit a full-blown disease; but when it occurs in the presence of other 

moderate defects, a disease becomes clinically manifest. It has long been 

the expectation of human geneticists that many chronic diseases can be 

explained by the combination of defects in a few (major) genes.  

 

 A third category of genetic disorder is polygenic disease. According to the 

polygenic hypothesis, many mild defects in genes conspire to produce some 

chronic diseases. To date the full genetic basis of polygenic diseases has not 

been worked out; multiple interacting defects are highly complex !!! 

(http://www.utsouthwestern.edu)  
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 Complex diseases refer to conditions caused by many contributing factors. 

Such a disease is also called a multifactorial disease. 

- Whereas some disorders, such as sickle cell anemia and cystic fibrosis, 

are caused by mutations in a single gene,  

- common medical problems such as heart disease, diabetes, and obesity 

likely associated with the effects of multiple genes in combination with 

lifestyle and environmental factors, all of them possibly interacting.  

 

 

 
Challenge for many years to come … 

http://ghr.nlm.nih.gov/condition=cysticfibrosis
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                                                                     (Glazier et al 2002)  
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Dichotomous Traits                                      Quantitative Traits 

 

 

Food for thought: 

 The higher the MAF (minor allele frequency), the higher the detection rate? 

 The higher the MAF, the lower the penetrance?  



GBIO0009  

 

 
 

Which genetic markers to select? 

 

 

 

(Figure: courtesy of Ed Silverman) 

 

 Linkage exists over a very broad 

region,  entire chromosome can 

be done using data on only 400-

800 DNA markers 

 Broad linkage regions imply 

studies must be followed up 

with more DNA markers in the 

region  

 Must have family data with 

more than one affected subject 

E.g., microsatellites 
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Which genetic markers to select? 

 Association exists over a narrow 

region; markers must be close to 

disease gene 

- The basic concept is linkage 

disequilibrium (LD) – see 

later in this chapter 

 Initially used for candidate genes 

or  in linked regions 

 Can use population-based 

(unrelated cases) or family-

based design 

E.g., SNPs 
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Which DNA SNPs to select?  (adapted from Manolio 2010) 
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How can technology bias be avoided? 

 

                                                                                            (Ziegler and Van Steen, Brazil 2010) 
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How can technology bias be avoided? 

 

                                                                                            (Ziegler and Van Steen, Brazil 2010) 
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How can technology bias be avoided? 

 

                                                                                            (Ziegler and Van Steen, Brazil 2010) 
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Choosing SNPs for GWAs: summary 

 Costs may play a role, but a balance is needed between costs and chip 

performance as well as coverage (e.g., exonic regions only?) 

 Old array technologies versus Next Generation Sequencing efforts to 

include rare variants into the game

 

 

 
(Gut 2012)
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2.b Subject Level 

Which study subjects to select? 

  

(Cordell and Clayton 2005)  
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Which study subjects to select? 

 

                                                                                             (Ziegler and Van Steen, 2010) 
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Which study subjects to select? 

 

                                                                                             (Ziegler and Van Steen, 2010) 
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Which study subjects to select? 

 

                                                                                             (Ziegler and Van Steen, 2010) 
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Which study subjects to select? 

 

                                                                                             (Ziegler and Van Steen, 2010) 
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Which study subjects to select? 
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Which study subjects to select? 

Rare versus common diseases (Lange and Laird 2006) 
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3 GWAs in detail: prior analyses  

Is there a standard file format for GWA studies? 
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Is there a standard file format for GWA studies? 
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3.a Quality control 

Why is quality control important? 

BEFORE (false positives !!!!): 

(Ziegler and Van Steen 2010)  
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Why is quality control important? 

AFTER: 

(Ziegler and Van Steen 2010) 
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What is the standard quality control? 

 Quality control on different levels: 

o Subject or sample level 

o SNP level 

o X-chromosomal SNP level 
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What are standard filters on the sample level? 

 

(Ziegler and Van Steen 2010)  
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What are standard filters on the SNP level? 

 

(Ziegler and Van Steen 2010)  



GBIO0009  

 

 

What is Hardy-Weinberg Equilibrium (HWE)? 

  

(Ziegler and Van Steen 2010)  

q 
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What are the assumptions of HWE? 
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One of the signs of deviations from HWE? 

Increased HOM (e.g., in case of population stratification; Wahlund effect) 
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How can HWE be measured? 
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How can HWE be measured? 

 The χ2 approximation can be poor when there are low genotype counts, in 
which case it is better to use a Fisher exact test.  

 Discard loci that, for example, deviate from HWE among controls at 
significance level α = 10−3 or 10−4.  But be flexible! 

 The open-source data-analysis software R  includes the “SNPassoc” package 
that implements an exact SNP test of Hardy-Weinberg Equilibrium for you 
(http://www.sph.umich.edu/csg/abecasis/Exact/snp_hwe.r) 
 

 

Expectations computed under the null of HWE  

Nr of degrees of freedom is 1 (p+q=1) 
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How can extreme HWD be visualized? 

 A useful tool for interpreting the results of HWE and other tests on many 
SNPs is the log quantile–quantile (QQ) p-value plot:  

- the negative logarithm of the i-th smallest p-value is plotted against 
−log (i / (L + 1)), where L is the number of SNPs.  

- The 0.45 (or 45%) quantile is the point at which 45% percent of the data 
fall below and 55% fall above that value. 

 

 A 45-degree reference line is also plotted as visualization tool: 
- If the two sets come from a population with the same distribution, the 

points should fall approximately along this reference line.  
- The greater the departure from this reference line, the greater the 

evidence for the conclusion that the two data sets have come from 
populations with different distributions.  
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How can extreme HWD be visualized? 

 

(Balding 2006)
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Is there a power advantage in imputing?  (Spencer et al 2009) 
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Legend (previous slide) 

Plots of power (solid lines) and coverage (dotted line) for increasing sample sizes of cases 
and controls (x-axis). 

From left to right plots are given for increasing effect sizes (relative risk per allele). Both power 
and coverage range from 0 to 1 and are given on the y-axis. Results are for single-marker test 
of association and for simulations where the risk allele frequency of the causal allele is >0.05. 
The top row shows power for case-control studies simulated in a Caucasian population based 
on the CEU HapMap panel. The bottom row relates to case-control studies simulated from the 
YRI HapMap panel. 

doi:10.1371/journal.pgen.1000477.g002 
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Legend (previous 2 slides) 

Power for Common versus Rare alleles. 

Plots of power (solid lines) and coverage (dotted line) for increasing sample sizes of cases and 
controls (x-axis). From left to right plots are given for increasing effect sizes (relative risk per 
allele). Both power and coverage range from 0 to 1 and are given on the y-axis. Results are for 
single-marker test of association. The top two rows show the power for rare risk alleles 
(RAF<0.1) and the bottom two rows show the power for common risk alleles (RAF>0.1). Rows 1 
and 3 show power for case-control studies simulated in a Caucasian population based on the 
CEU HapMap panel. Rows 2 and 4 relate to case-control studies simulated from the YRI 
HapMap panel. 

doi:10.1371/journal.pgen.1000477.g003 
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What are the Travemünde criteria? 

 

(Ziegler 2009) 
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What are the Travemünde criteria? 

 

(Ziegler 2009) 
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3.b Linkage disequilibrium and SNP tagging 

Mapping the relationships among SNPs  (Christensen and Murray 2007) 
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Relationships among SNPs induce multiple signals 

 

(Samani et al 2007)) 

 These plots can be generated using the free software “Haploview”, but 

also in R!  
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Distances among cities 

  Boston 
Provi-

dence 

New 

York 

Phila-

delphia 

Balti-

more 

Providence  59     

New York  210 152    

Philadelphia 

 

320 237 86   

Baltimore 430 325 173 87  

Washington 450 358 206 120 34 

 

Distances among cities 
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Distances among SNPs 

 Linkage Disequilibrium (LD) is a measure of co-segregation of alleles in a 
population: Two alleles at different loci that occur together on the same 
chromosome (or gamete) more often than would be predicted by random 
chance.  

 Hence, in general, LD is taken to be a measure of allelic association.  

 It gives the rational for performing genetic association studies  
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Distances among SNPs 

 The measure D is defined as the difference between the observed and 
expected (under the null hypothesis of independence) proportion of 
haplotypes bearing specific alleles at two loci: pAB - pA pB 
  

 A a 
B pAB paB 
 b pAb pab 

 
- D’ (Lewontin’s D prime) is the absolute ratio of D compared with its 

maximum value. 
- D’ =1 : complete LD 
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Distances among SNPs 

 The most popular measure of allelic association in GWA contexts is r2 (the 
square correlation coefficient between the two loci under study). 

 When r2=1, knowing the genotypes of alleles of one SNP is directly 
predictive of genotype of another SNP 

 r2 relates to D in the following way: 
 
 
 

 Sample size must be increased by a factor of 1/r2 to detect an unmeasured 
variant, compared with the sample size for testing the variant itself. 

(Jorgenson and Witte 2006) 
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How far does linkage disequilibrium extend? 

(Hecker et al 2003) 

 LD is usually a function of distance between the two loci. This is mainly 
because recombination acts to break down LD in successive generations 
(Hill, 1966).  

http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=retrieve&db=pubmed&list_uids=5980116&dopt=Abstract
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How to interpret LD data? 

 The patterns of LD observed in natural populations are the result of a 
complex interplay between genetic factors and the population's 
demographic history (Pritchard, 2001).  

 

 When a mutation first occurs it is 
in complete LD with the nearest 
marker (D' = 1.0). Given enough 
time and as a function of the 
distance between the mutation 
and the marker, LD tends to decay 
and in complete equilibrium 
reached D' = 0 value.  

 

 

 

 Thus, it decreases at every 
generation of random mating 
unless some process is opposing to 
the approach to linkage 
'equilibrium'. 

http://www.journals.uchicago.edu/AJHG/journal/issues/v69n1/012882/012882.html
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How can one tag SNP serve as proxy for many? (adapted from Manolio 2010) 
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How can one tag SNP serve as proxy for many?  (adapted from Manolio 2010) 
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Where is the true causal variant?                    One of our proxy’s? … 

 

(Duerr et al 2006) 
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3.c Confounding 

What is spurious association? 

 Spurious association refers to false positive association results due to not 
having accounted for population substructure as a confounding factor in 
the analysis 
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What is spurious association? 

 Typically, there are two characteristics present: 
- A difference in proportion of individual from two (or more) 

subpopulation in case and controls 
- Subpopulations have different allele frequencies at the locus. 
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What are typical methods to deal with population stratification? 
 

 Methods to deal with spurious associations generated by population 
structure generally require a number (at least >100) of widely spaced null 
SNPs that have been genotyped in cases and controls in addition to the 
candidate SNPs. 

 These methods large group into: 
o Genomic control methods 
o Structured association methdos 
o Principal component-based methods  
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What is genomic control?  

 In Genomic Control (GC), a 1-df association test statistic is computed at 
each of the null SNPs, and a parameter λ is calculated as the empirical 
median divided by its expectation under the chi-squared 1-df distribution. 

 Then the association test is applied at the candidate SNPs, and if λ > 1 the 
test statistics are divided by λ.  
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What is genomic control?  

 The motivation for GC is that, as we expect few if any of the null SNPs to be 
associated with the phenotype, a value of λ > 1 is likely to be due to the 
effect of population stratification, and dividing by λ cancels this effect for 
the candidate SNPs.  

 GC performs well under many scenarios, but can be conservative in 
extreme settings (and anti-conservative if insufficient null SNPs are used). 

 There is an analogous procedure for a general (2 df) test; The method can 
also be applied to other testing approaches. 
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What is a structured association method? 

 Structured association (SA) approaches are based on the idea of attributing 
the genomes of study individuals to hypothetical subpopulations, and 
testing for association that is conditional on this subpopulation allocation.  

 Several clustering algorithms exist to estimate the number of 
subpopulations.  

 These approaches (such as Bayesian clustering approaches) are 
computationally demanding, and because the notion of subpopulation is a 
theoretical construct that only imperfectly reflects reality, the question of 
the correct number of subpopulations can never be fully resolved…. 
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What is principal components analysis? 
 

 When many null markers are available, principal components analysis 
provides a fast and effective way to diagnose population structure.  

 Principal components are linear combinations of the original “variables” 
(here SNPs) that optimized in such a way that as much of the variation in 
the data is retained. 

 



GBIO0009  

 

 

 In European data, the first 2 principal components “nicely” reflect the N-S 
and E-W axes ! 

 

Y-axis: PC2 (6% of variance); X-axis: PC1 (26% of variance)  
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 Does the same hold on a “global” (world) level? 

 

 
(Paschau 2007) 
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4 GWAs in detail: testing for associations 

 Using the SNPs and subjects that passed QC, investigators generally use 

logistic regression with case-control status as the dependent variable and a 

single SNP as the predictor.  

 Some investigators include covariates in the logistic regression model like 

age, sex, or indicators of ancestry.  

 The SNP is coded as 0, 1, or 2 (i.e., the number of copies of one of the two 

alleles) for an additive test with one degree of freedom.  

 In some instances, alternative genetic models are used (e.g., recessive or 

dominant) but most studies use a 1 degree of freedom additive test as the 

primary statistical test. 

 This analysis is repeated for each SNP for a million or more statistical tests…  
(Corvin et al. 2010) 
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Can screening for 1000nds of SNPs be performed automatically in R? 

 GenAbel is designed for the efficient storage and handling of GWAS data 

with fast analysis tools for quality control, association with binary and 

quantitative traits, as well as tools for visualizing results.  

 pbatR provides a GUI to the powerful PBAT software which performs family 

and population based family and population based studies. The software has 

been implemented to take advantage of parallel processing, which vastly reduces the 

computational time required for GWAS.  

 SNPassoc provides another package for carrying out GWAS analysis. It 

offers descriptive statistics of the data (including patterns of missing data!) 

and tests for Hardy-Weinberg equilibrium. Single-point analyses with binary 

or quantitative traits are implemented via generalized linear models, and 

multiple SNPs can be analyzed for haplotypic associations or epistasis.  

  

http://cran.r-project.org/web/packages/GenAbel/index.html
http://cran.r-project.org/web/packages/pbatR/index.html
http://cran.r-project.org/web/packages/SNPassoc/index.html
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Is there one tool that fits it all? NO 

 

(http://linkage.rockefeller.edu/soft/)  
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4.a Single SNP (http://hihg.med.miami.edu) 

 Assuming a case-control design, the simplest method is to use a 
contingency table to test associations.  

 This example illustrates an association of a binary trait and binary exposure.  
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 The Odds Ratio (OR) is an approximation of the relative risk. Use is usually 
with case-control and prevalent (or cross-sectional) data. 

 The Odds Ratio compares the odds of exposure in cases to the odds of 
exposure in controls.  

 OR best estimates RR when the disease is rare (< 5%) under all exposure 
levels.  
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 The relative risk or odds ratio can illustrate the strength of association 
between a risk factor and a trait. However, those measures do not assess 
whether the association is due to chance.  

 Statistical tests such as the Chi-Square test can tell whether or not an 
observation of association is statistically significant (in other words, unlikely 
to be due to chance).  

 Chi-square tests of association generally assess whether the observed 
association has less than a 5% chance of being due to chance.  

 A chi-square test for a 2x2 table is illustrated on the next slide.  

 Because exposures may increase or decrease risk of disease, a two-sided 
test of association is generally performed.  

 If a small sample size is being tested (for example, any cell in the 2x2 table 
is less than 5), the chi-square test is not a valid test of association. In such a 
case it is necessary to use an exact test, such as Fisher’s Exact Test.  
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The chi-squared test of association 
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The chi-squared test of association 

 Before, we have seen another formula for a chi-squared test: 

 

 

 

 

- When? 

- What was obs and what was exp? 

- What is obs and what is exp now? 

 

 

  





exp

exp)( 2
2 obs
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Multiple testing 

 A typical GWAS for one disease includes one logistic regression per SNP, or 

500,000 or more statistical tests.  

 These tests are not all independent as SNPs that are located close to one 

another can be correlated due to linkage disequilibrium.  

 Even so, with 105–106 statistical tests, very small p-values by conventional 

standards are expected by chance.  

 P-values < 5×10−8 (akin to a Bonferroni correction of the traditional 0.05 

Type 1 error level for 1,000,000 statistical tests) (Pe’er et al., 2008) are 

generally required for significance.  
 (Corvin et al. 2010) 
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What is a multiple testing correction? 

 Simultaneously test m null hypotheses, one for each SNP j 
H0j:  no association between SNP j and the trait 

 Every statistical test comes with an inherent false positive, or type I 
error rate—which is equal to the threshold set for statistical 
significance, generally 0.05. 

 However, this is just the error rate for one test. When more than one 
test is run, the overall type I error rate is much greater than 5%. 
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What is a multiple testing correction? 

 Suppose 100 statistical tests are run when (1) there are no real 
effects and (2) these tests are independent, then the probability that 
no false positives occur in 100 tests is 0.95100 = 0.006. So the 
probability that at least one false positive occurs is 1-0.006=0.994 or 
99.4% 

 There is not a single measure to quantify false positives (Hochberg et 
al 1987): FEW (family-wise error); FDR (false discovery rate); ... 
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What is a multiple testing correction? 

 Several multiple testing corrections have been developed and 
curtailed to a genome-wide association context, when deemed 
necessary  

 Bonferroni (highly conservative) [divide each single SNP-based p-
value by the nr of tests before comparing to the nominal sign level 
0.05] vs  

 permutation-based (highly computational demanding) [keep the LD 
structure, but swap the trait labels among the subjects]  

 
 
Note: To reduce the multiple testing burden one can exploit the LD structure 
in the data (e.g., perform multilocus tests, or haplotype tests, or take a 
limited number of tagging SNPs to be tested one at a time). 

  



GBIO0009  

 

 

A cautionary note about multiple testing 

 Experience suggests that findings 

more significant than a threshold 

of 5×10−8 tend to replicate well 

across studies.  

 However, unless power is 

exceptional, it is generally 

incorrect to always exclude a SNP 

from consideration if does not 

exceed this threshold.  

 Indeed, some SNPs that are 

unimpressive in an initial study 

(e.g., p=0.001) can eventually 

replicate well and exceed the 

critical threshold.  

 

 

 

 

 

 

(http://genomesunzipped.org/author/ 

Jcbarrett)

 

 Replication is always essential!. 

 

 

 



GBIO0009  

 

 

4.b Multiple SNPs 

The use of regression analysis 

 Regression-type problems were first considered in the 18th century 

concerning navigation using astronomy. 

 Legendre developed the method of least squares in 1805. Gauss claimed to 

have developed the method a few years earlier and showed that the least 

squares was the optimal solution when the errors are normally distributed 

in 1809.  

 The methodology was used almost exclusively in the physical sciences until 

later in the 19th century. Francis Galton coined the term regression to 

mediocrity in 1875 in reference to the simple regression equation in the 

form  
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The use of regression analysis 

 Galton used this equation to explain the phenomenon that sons of tall 

fathers tend to be tall but not as tall as their fathers while sons of short 

fathers tend to be short but not as short as their fathers.  

 This effect is called the regression effect. 

 We can illustrate this effect with some data on scores from a course 

- When we scale each variable to have mean 0 and SD 1 so that we are 

not distracted by the relative difficulty of each exam and the total 

number of points possible.  

 

How does this simplify the regression equation? 
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The use of regression analysis 

 

(Faraway 2002)  
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The use of regression analysis 

 Regression analysis is used for explaining or modeling the relationship 

between a single variable Y, called the response, output or dependent 

variable, and one or more predictor, input, independent or explanatory 

variables, X1, …, Xp.  

 When p=1 it is called simple regression but when p > 1 it is called multiple 

regression or sometimes multivariate regression.  

 When there is more than one Y, then it is called multivariate multiple 

regression 

 Regression analyses have several possible objectives including  

-  Prediction of future observations. 

- Assessment of the effect of, or relationship between, explanatory 

variables on the response. 

-  A general description of data structure 
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The use of regression analysis 

 The basic syntax for doing regression in R is lm(Y~model) to fit linear 

models and glm() to fit generalized linear models. 

 Linear regression and logistic regression are special type of models you can 

fit using lm() and glm() respectively. 

 General syntax rules in R model fitting are given on the next slide. 
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The use of regression analysis 

 Quantitative models always rest on assumptions about the way the world 

works, and regression models are no exception.  

 There are four principal assumptions which justify the use of linear 

regression models for purposes of prediction:  

- linearity of the relationship between dependent and independent 

variables  

-  independence of the errors (no serial correlation)  

- homoscedasticity (constant variance) of the errors  

     versus time  

     versus the predictions (or versus any independent variable)  

- normality of the error distribution.  
(http://www.duke.edu/~rnau/testing.htm) 
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Linear regression analysis 

 If any of these assumptions is violated (i.e., if there is nonlinearity, serial 

correlation, heteroscedasticity, and/or non-normality), then the forecasts, 

confidence intervals, and insights yielded by a regression model may be (at 

best) inefficient or (at worst) seriously biased or misleading. 

 

(at the end of this section I show some tips and tricks to fix violations 

from any of these assumptions)  
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Is linear regression the correct type of analysis for you? 

 The value r2 is a fraction between 0.0 and 1.0, and has no units. An r2 value 

of 0.0 means that knowing X does not help you predict Y. 

 There is no linear relationship between X and Y, and the best-fit line is a 

horizontal line going through the mean of all Y values. When 

 r2 equals 1.0, all points lie exactly on a straight line with no scatter. Knowing 

X lets you predict Y perfectly. 
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Is linear regression the correct type of analysis for you? 
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Example in genetics: continuous trait Y 
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From linear to logistic regression: appropriately LINKING X to Y 

 Logistic regression is a generalized linear model (GLM) procedure using the 
same basic formula as linear regression, but instead of the continuous Y, it 
is regressing for the probability of a categorical outcome. In simplest form, 
this means that we're considering just one outcome variable and two states 
of that variable- for instance either 0 or 1. 

 The equation for the probability of Y=1 looks like this: 

 
 

 Your independent variables Xi can be continuous or binary. The regression 
coefficients bi can be exponentiated to give you the change in odds of Y per 
change in Xi, i.e.,  
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and 

 
 

The latter Is called the odds ratio. 
 

 In English, you can say that the odds of Y=1 increase by a factor of ebi per 
unit change in Xi. 
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Example in genetics: binary trait Y 
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Other analytic methods 

 Recursive Partitioning (CART; Breiman 1984, Foulkes 2005) 

 Random Forests (Pavolov 1997) 

 Combinatorial Partitioning (Nelson 2001) 

 Multifactor-Dimensionality Reduction (Ritchie 2001)  interactions ! 

 Permutation-Based Procedures (Trimming/Weighting; Hoh 2000) 

 Multivariate Adaptive Regression Splines (Friedman 1991) 

 Boosting (Schapire 1990) 

 Support Vector Machines (Vapnik 2000) 

 Neural Networks (Friedman & Tukey 1974, Friedman & Stuetzle 1981) 

 Bayesian Pathway Modeling (Conti 2003, Cortessis & Thomas 2004) 

 Clique-Finding (Mushlin 2006) 
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Appendix: Tips and tricks to deal with model violations in linear 

regression (no exam material) 

 Violations of linearity are extremely serious--if you fit a linear model to data 

which are nonlinearly related, your predictions are likely to be seriously in 

error, especially when you extrapolate beyond the range of the sample 

data.  

 How to detect:  

- nonlinearity is usually most evident in a plot of the observed versus 

predicted values or a plot of residuals versus predicted values, which 

are a part of standard regression output. The points should be 

symmetrically distributed around a diagonal line in the former plot or a 

horizontal line in the latter plot. Look carefully for evidence of a 

"bowed" pattern, indicating that the model makes systematic errors 

whenever it is making unusually large or small predictions.  
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 How to fix: consider  

- applying a nonlinear transformation to the dependent and/or 

independent variables--if you can think of a transformation that seems 

appropriate. For example, if the data are strictly positive, a log 

transformation may be feasible. Another possibility to consider is 

adding another regressor which is a nonlinear function of one of the 

other variables. For example, if you have regressed Y on X, and the 

graph of residuals versus predicted suggests a parabolic curve, then it 

may make sense to regress Y on both X and X^2 (i.e., X-squared). The 

latter transformation is possible even when X and/or Y have negative 

values, whereas logging may not be. 
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 Violations of independence are also very serious in time series regression 

models: serial correlation in the residuals means that there is room for 

improvement in the model, and extreme serial correlation is often a 

symptom of a badly mis-specified model, as we saw in the auto sales 

example. Serial correlation is also sometimes a byproduct of a violation of 

the linearity assumption--as in the case of a simple (i.e., straight) trend line 

fitted to data which are growing exponentially over time.  

 How to detect:  

- The best test for residual autocorrelation is to look at an 

autocorrelation plot of the residuals. (If this is not part of the standard 

output for your regression procedure, you can save the RESIDUALS and 

use another procedure to plot the autocorrelations.) 
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-  Ideally, most of the residual autocorrelations should fall within the 95% 

confidence bands around zero, which are located at roughly plus-or-

minus 2-over-the-square-root-of-n, where n is the sample size.  

- Thus, if the sample size is 50, the autocorrelations should be between 

+/- 0.3. If the sample size is 100, they should be between +/- 0.2. Pay 

especially close attention to significant correlations at the first couple 

of lags and in the vicinity of the seasonal period, because these are 

probably not due to mere chance and are also fixable.  

 How to fix:  

- Minor cases of positive serial correlation (say, lag-1 residual 

autocorrelation in the range 0.2 to 0.4) indicate that there is some 

room for fine-tuning in the model. Consider adding lags of the 

dependent variable and/or lags of some of the independent variables.  
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- Major cases of serial correlation usually indicate a fundamental 

structural problem in the model. You may wish to reconsider the 

transformations (if any) that have been applied to the dependent and 

independent variables. It may help to stationarize all variables through 

appropriate combinations of differencing, logging, and/or deflating. 
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 Violations of homoscedasticity make it difficult to gauge the true standard 

deviation of the forecast errors, usually resulting in confidence intervals 

that are too wide or too narrow. In particular, if the variance of the errors is 

increasing over time, confidence intervals for out-of-sample predictions will 

tend to be unrealistically narrow. Heteroscedasticity may also have the 

effect of giving too much weight to small subset of the data (namely the 

subset where the error variance was largest) when estimating coefficients.  

 How to detect: 

-  look at plots of residuals versus time and residuals versus predicted 

value, and be alert for evidence of residuals that are getting larger (i.e., 

more spread-out) either as a function of time or as a function of the 

predicted value. (To be really thorough, you might also want to plot 

residuals versus some of the independent variables.)  

 How to fix:  
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- In time series models, heteroscedasticity often arises due to the effects 

of inflation and/or real compound growth, perhaps magnified by a 

multiplicative seasonal pattern. Some combination of logging and/or 

deflating will often stabilize the variance in this case. Stock market data 

may show periods of increased or decreased volatility over time--this is 

normal and is often modeled with so-called ARCH (auto-regressive 

conditional heteroscedasticity) models in which the error variance is 

fitted by an autoregressive model. Such models are beyond the scope 

of this course--however, a simple fix would be to work with shorter 

intervals of data in which volatility is more nearly constant. 

Heteroscedasticity can also be a byproduct of a significant violation of 

the linearity and/or independence assumptions, in which case it may 

also be fixed as a byproduct of fixing those problems. 
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 Violations of normality compromise the estimation of coefficients and the 

calculation of confidence intervals. Sometimes the error distribution is 

"skewed" by the presence of a few large outliers. Since parameter 

estimation is based on the minimization of squared error, a few extreme 

observations can exert a disproportionate influence on parameter 

estimates. Calculation of confidence intervals and various signficance tests 

for coefficients are all based on the assumptions of normally distributed 

errors. If the error distribution is significantly non-normal, confidence 

intervals may be too wide or too narrow.  

 How to detect:  

- the best test for normally distributed errors is a normal probability plot 

of the residuals. This is a plot of the fractiles of error distribution versus 

the fractiles of a normal distribution having the same mean and 

variance. If the distribution is normal, the points on this plot should fall 
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close to the diagonal line. A bow-shaped pattern of deviations from the 

diagonal indicates that the residuals have excessive skewness (i.e., they 

are not symmetrically distributed, with too many large errors in the 

same direction). An S-shaped pattern of deviations indicates that the 

residuals have excessive kurtosis--i.e., there are either two many or two 

few large errors in both directions.  

 How to fix:  

- violations of normality often arise either because (a) the distributions of 

the dependent and/or independent variables are themselves 

significantly non-normal, and/or (b) the linearity assumption is violated. 

In such cases, a nonlinear transformation of variables might cure both 

problems. In some cases, the problem with the residual distribution is 

mainly due to one or two very large errors. Such values should be 

scrutinized closely: are they genuine (i.e., not the result of data entry 



GBIO0009  

 

 

errors), are they explainable, are similar events likely to occur again in 

the future, and how influential are they in your model-fitting results? 

(The "influence measures" report is a guide to the relative influence of 

extreme observations.) If they are merely errors or if they can be 

explained as unique events not likely to be repeated, then you may 

have cause to remove them. In some cases, however, it may be that the 

extreme values in the data provide the most useful information about 

values of some of the coefficients and/or provide the most realistic 

guide to the magnitudes of forecast errors.  
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4.c Replication 

   

May 1999 

J. Hirschhorn and D. Altshuler                       J Clin Endo Metab 2002 

Am J Hum Genet  July 2004 

Am J Hum Genet  July 2004 

PLoS Biol  Sept 2005 

Nat Genet  July  2006 
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What does replication mean? 
 

 Replicating the genotype-phenotype association is the “gold standard” for 
“proving” an association is genuine 

 Most loci underlying complex diseases will not be of large effect. It is 
unlikely that a single study will unequivocally establish an association 
without the need for replication  think about what this means when 
targeting gene-gene or gene-environment interactions!!! 

 SNPs most likely to replicate: 
- Showing modest to strong statistical significance 
- Having common minor allele frequency 
- Exhibiting modest to strong genetic effect size 
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Guidelines for replication studies 

 Replication studies should be of sufficient size to demonstrate the effect  

 Replication studies should conducted in independent datasets  

 Replication should involve the same phenotype  

 Replication should be conducted in a similar population  

 The same SNP should be tested  

 The replicated signal should be in the same direction  

 Joint analysis should lead to a lower p-value than the original report  

 Well-designed negative studies are valuable  

 

 check the NHGRI Catalog of GWA studies 
  www.genome.gov/gwastudies/ 
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What does validation mean? 

 

                                                                                               (Igl et al. 2009) 
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5 GWAI Interpretation and Follow-Up 

Strategies for using functional data to support causal variant and causal 

gene identification 

 (A) consider a locus at which GWA 

analysis (complemented by replication 

data—not shown) has revealed a highly 

significant association mapping 

between the coding regions of genes B 

and C. Directly typed SNPs are shown in 

the filled symbols, imputed SNPs in 

open symbols. Flanking recombination 

hotspots (blue triangles) define an 

interval within which the variant causal 

for that signal is most likely to reside. 

This interval contains the entire coding 

sequence of gene B, and portions of 

genes A and C. The causal variant turns 

out to be the typed SNP with the 

strongest association; it exerts its effect 

on disease through altering expression 

of gene C;  

 



GBIO0009  

 

 

 (B) clues to the identity of the causal 

gene are derived by expression QTL 

studies in a tissue relevant to disease: 

not only is the expression of gene C 

associated with the same cluster of 

variants which shows the disease 

association; but there are also 

directionally-consistent associations 

between gene C transcript levels and 

disease state;  
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 (C) clues to the identity of the causal 

gene are derived from analysis of 

genome annotations: not only does 

gene C code for a member of a pathway 

previously implicated in the disease, but 

the associated variants are predicted to 

have strong functional credibility;  
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 (D) clues to the identity of the causal gene are derived from deep exon resequencing of 

genes A–C: three independent premature stop-codon mutations in gene C (predicted to 

lead to generation of a truncated protein product with dominant-negative effects) are 

found in subjects with severe, early-onset forms of the disease of interest. 
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What are characteristics of the hit (all) SNPs? (Manolio 2010) 

 Intergenic (**) [in between genes] 

 Intronic (**) [in the intronic regions within a gene] 

 Synonymous [silent] 

 Missense [non-synonymous which involves creation of different amino acid] 

 5’ UTR [5’ untranslated region on mRNA strand] 

 3’ UTR 

 … 

 

**: most common!  
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Are there criteria for assessing the functional significance of a variant? 

Criterion 
Strong  

Support 
Moderate 
Support 

Neutral 
Information 

Evidence 
Against  

Nucleotide 
Sequence 

Variant disrupts a known 
functional motif 

missense change, 
disrupts putative 
functional motif 

- 
Non-

functional 
change 

Evolutionary 
Conservation 

Strong conservation 
across species, 
multigene family 

Some conservation 
across species or 
multigene family 

Not known 
No 

conservation 

Population 
Genetics 

Strong deviations from 
expected frequencies 

Some deviations 
from expected 

frequencies 
Not known 

No deviations 
from expected 

frequencies 

Experimental 
Consistent evidence in 

human target tissue 
Some evidence 

No data 
available 

No functional 
effect 

Exposures  
Variant affects relevant 

metabolism in target 
tissue 

Variant affects 
metabolism 

No data 
available 

Variant does 
not affect 

metabolism 

Epidemiology 
Consistent and 

reproducible reports 
Reports without 

replication 
No data 

available 
No 

association 
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“The more we find, the more we see, the more we come to learn. 

The more that we explore, the more we shall return.” 

 

Sir Tim Rice, Aida, 2000 
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