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 Method for detecting and characterizing 
interactions in common complex multifactorial 
disease (Ritchie et al., 2001)

 Applicable even when sample size is small or 
dataset contains alleles in LD

 Indicate which alleles or genotypes increase 
susceptibility (High, Low)



 For simplicity, assume two SNPs

 : frequency of case in (S1=i, S2=j)

 : frequency of control in (S1=i, S2=j)

 High risk group

 Low risk group

ctl

, ji
n

ctl

case

ctl

,

case

,

n

n

n

n

ji

ji


ctl

case

ctl

,

case

,

n

n

n

n

ji

ji


,

case

i j
n



3 X 3 (x2)
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Dimensionality reduction step
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 10-fold cross validation

 Accuracy
◦ Ratio of correct classification to the total number of 

instances classified

 Balanced accuracy (BA)

 Cross-validation Consistency (CVC)
◦ Number of times that a SNP combination is 

identified as the best combination across 

the 10 CV datasets H L

Case TP FN

Control FP TN



 Generalization via statistical modeling

◦ Generalized MDR(GMDR) (Lou et al. 2007), MB-MDR (Cattaer et al.
2011) 

◦ Odds Ratio MDR (Chung et al. 2007), Log-linear MDR (Lee et al. 
2008)

◦ New Measures for MDR (Namkung et al. 2010), Ordinal MDR (Kim 
et al. 2013)

◦ Gene-based MDR (Oh et al., 2013), Entropy MDR (Kwon, et al, 
2014)

 Family-based data

◦ FAM-MDR (Cattaert et al. 2010), PGMDR (Chen et al. 2011) and 
MDR-PDT (Edwards et al. 2010)



 Survival data

◦ Surv-MDR (Gui et al. 2011) and Cox-MDR (Lee et al. 2012)

 Quantitative traits

◦ Quantitative MDR (Gui et al. 2013)

 Multi-phenotypes

◦ Multivariate generalized MDR (Choi et al. 2013),

◦ Multivariate quantitative MDR (Yu et al.2015)
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A generalized GWAS-Multi that permits 

adjustment for covariates.

A program for visualizing gene-gene interaction 

in genetic association analysis

GWAS-GMDR

CuGWAM

R package

CPU 

based 

clusters

GPU 

based 

system

Odds ratio based multifactor-dimensioinality

reduction methodOR-MDR

A program for genome-wide association analysis 

based on multifactor dimensionality reductionGWAS-MDR

Multi method for ordinal phenotypes in Gene-

Gene interaction analysisOrdinal MDR

Ultra-high performance G/Multi program based 

on GPU (graphic processing unit)GPU-G/MDRi



 It is difficult to measure the significance of a multi-
locus model

 Computational burden because of permutation is 
required for each multi-locus model

 MDR can not distinguish marginal effects from the pure 
interaction effects
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1. Classification step:  

For each given 𝑣-order SNP combination, classify each 
genotype combination cell into H/L, and let S stands for a 
cell’s H/L status      

2. Modeling step:
g 𝝁 = 𝛼0 + 𝛽𝑆 + 𝜸𝑻𝑿

where Y and X stand for the trait and covariates,
respectively, and 𝝁 is the mean vector of Y and g(∙) is the link
function



 The classification rule used in this step is flexible

 For a quantitative trait, similar to QMDR, we assign S=H to 
a cell when the mean value of Y in the cell is greater than 
the global mean of Y

 For a case/control trait, similar to MDR, we assign S=H to 
the cell when the ratio of the # cases to the # controls in 
the cell is greater than the global ratio

 The classification rule for GMDR can also be used for both 
case/control trait or quantitative trait



 Motivation: There may be a locus, say locus A, that has a 
strong marginal effect, and some multi-locus models 
including locus A may be significant just because of locus A

 For a given multi-locus model, for example, SNP1  and SNP2

g 𝝁 = 𝛼0 + 𝛽𝑆 + 𝜸𝑻𝑿 + 𝛼1𝑆𝑁𝑃1 + 𝛼2𝑆𝑁𝑃2

 Penalized regression can be used for handling a 
multicolinearity problem.

 Similarly, if we want detect pure high-order interactions, we 
can put lower-order interaction terms in the right side of the 
model



1. Perform significant tests for MDR approaches

2. Cross-validation and permutation in the traditional 
MDR approaches are not necessary and therefore, 
the computation cost is significantly reduced

3. The statistical significance of a gene-gene 
interaction is easily obtained, with adjustment of the 
covariate effects 

4. Test high-order interaction models easily

5. Many existing classification methods can be used to 
define H/L in the first step



 We use the Wald type statistic for measure the 
significance of a multi-loci model.

 What is the null distribution? It may not be a chi-
squared distribution.



 For a very simple case

𝑌𝑖 = 𝛼 + 𝛽𝑆𝑖 + 𝜀𝑖

 The LSE(MLE) of 𝛽 is

 𝛽 =
𝑁

𝑁𝐿
(  𝑌 −  𝑌𝐻),

‒  𝑌 and  𝑌𝐻 are the global mean and the mean of H group, 
respectively

‒ 𝑁 and 𝑁𝐿 are the total sample size and sample size of the L 
group, respectively

 Therefore, to test 𝛽 = 0, we actually test 𝐸 𝑌 = 𝐸(𝑌𝐻)
 Note that for QMDR, we classify cell into H if its mean is 

larger than the global mean, it seems that we have 
automatically set  𝑌𝐻 >  𝑌 in the first step



 Assume the null distribution is a non-central chi-
squared distribution 

 Estimate the non-central parameter by a few 
permutation (5-10 times for example)

 Re-calculate the p-value based on the non-central chi-
squared distribution
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 The motivation of these simulation studies includes:

 To check whether the proposed approach can control type 
I error rate

To check whether the proposed approach can  identify the 
causal interaction with/without marginal effects

 To check whether the proposed approach can detect high 
order interactions



1. N=1000, nominal size = 0.05, and traits randomly generated; 
No LD, 2 SNPs

2. Uncorrected and Corrected correspond to the results of using 
uncorrected and corrected p-values

MAF Binary trait Quantitative trait

Uncorrected Corrected Uncorrected Corrected

0.05 0.13 0.04 0.18 0.04

0.10 0.20 0.03 0.22 0.05

0.20 0.29 0.04 0.48 0.05

0.30 0.48 0.04 0.50 0.01

0.40 0.60 0.03 0.60 0.02



Uncorrected Corrected



 Setting:

1. Sample size N=1000

2. 20 SNPs, S1-S2, the first two are causal interaction, no 
LD; binary trait

3. Study the performance on 70 penetrance models (Velez 
et al. 2007)

4. 100 data sets for each model



1. The power of UM-MDR defined as the rate of the 
corrected p-value (after Bonferroni correction) of the 
causal model being smaller than a nominal size, say 
0.05, ---denote as PBonf

2. Such definition of power is different from the original 
definition for MDR’s, which is the detection rate of the 
causal model being the best model.

3. To compare power fairly, we define the power of UM-
MDR as  the rate of the causal model being ranked 1st

by the corrected p-value --- note as PRank



UM-MDR with PRank achieves similar powers for most 70 
models as MDR for binary trait 



 Setting:

1. The same setting as simulation I, except

2. a single quantitative trait,

𝑦|𝑆1 = 𝑖, 𝑆2 = 𝑗 ~ 𝑁(𝜇𝑓𝑖𝑗 , 1)

3. 𝑓𝑖𝑗 = 𝑃 ℎ𝑖𝑔ℎ 𝑟𝑖𝑠𝑘 𝑆1 = 𝑖, 𝑆2 = 𝑗 is the given 
penetrance function (the 70 models from Velez et 
al. 2007) and 𝜇 is the effect size (default is 1)



Similar pattern has been achieved as in binary trait



 The same setting as simulation II, except adding 
marginal effect for S3

 𝑦|𝑆1 = 𝑖, 𝑆2 = 𝑗 ~ 𝑁(𝜇𝑓𝑖𝑗 , 1) + 𝑁(𝛼 𝑆3, 1)

 This simulation is to check whether our approach 
can avoid detecting the two-locus models (S3, 
other) 

 𝛼 = 1.0

 Adjust a marginal effect for the proposed 
approaches



QMDR has no power due to the 
marginal effect of S3



 A model defined in Zhang & Liu (2007)

 For a certain genotype combination, there is an 
increased disease risk

 The interaction effects are decided in such a way 
that the marginal effect of each locus equals a 
specified value

 We set the marginal effect (the odd ratio minus 1), 
for instance, to be 0.2 for four different MAF values



UM-MDR with PRank achieves the highest power across all 
different MAFs



1. When there are only pure interaction effects, our 
approach PRank has similar power as MDR (QMDR)

2. When there are marginal effects of SNPs, PRank
outperforms MDR(QMDR)

3. When there is high-order causal effects, PRank
outperforms MDR(QMDR)
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Baseline study

Ansung Ansan

Participants 5,018 5,020 

Sex (women/men)
2,778/

2,240

2,497/

2,523 

Age (mean) 55.5 49.1 

40th (%) 31.2 62.8 

50th (%) 29.1 23.0 

60> (%) 39.6 14.3 

Courtesy of KNIH



 Korean Association Resource (KARE) project (Cho et al. 2009)

 The multivariate quantitative phenotypes for metabolic traits

• HDL: high density lipoprotein cholesterol, TG: triglyceride, LDL: low density 
lipoprotein cholesterol

• cor(HDL, TG) = -0.38, cor(HDL, LDL) = 0.10, cor(TG, LDL) = -0.06

 8581 unrelated individuals, 344,596 SNPs; Recruitment area, Gender 
and Age are covariates

• 324 SNPs selected from preliminary analysis

• Fitting linear regression of each phenotype to the covariates and a single 
SNP

• The SNPs with p-values less than 0.0001 were  kept for next step

 The trait HDL is used as the phenotype for GGI





Top SNP1 SNP2 P-value

1 rs271 rs10495536 2.25× 10−12

2 rs4970834 rs4713525 3.80× 10−12

3 rs486394 rs11782155 7.76× 10−12

4 rs486394 rs9288811 1.01× 10−11

5 rs271 rs2645371 1.86× 10−11



Top SNP1 SNP2 P-value

1 rs765547 rs495348 3.77× 10−5

2 rs7079742 rs4512110 2.01× 10−4

3 rs7514421 rs17041893 2.48× 10−4

4 rs17120157 rs3909541 2.50× 10−4

5 rs12229654 rs1077410 2.64× 10−4

For QMDR: (rs11066280, rs12994068) is 
identified with CVC=3, which is quite different 
from the top pairs for our method



 The same KARE data, but using 19 candidate SNPs 
from the literature (Willer et al. 2008)

 Use the trait HDL as phenotype



Negative log(P-value) plots for all two-order multi-locus Models
Left --- without marginal adjustment 
Right --- with marginal adjustment



Top SNP1 SNP2 P-value

1 rs10402271 rs780049 5.62× 10−9

2 rs12596776 rs780049 7.19× 10−9

3 rs4149268 rs780049 8.44× 10−9

4 rs1566439 rs780049 1.18× 10−8

5 rs12596776 rs17321515 1.82× 10−8



Top SNP1 SNP2 P-value

1 rs2144300 rs10402271 0.011

2 rs2156552 rs17145738 0.025

3 rs2338104 rs17145738 0.032

4 rs2144300 rs1748195 0.034

5 rs693 rs6586891 0.094

Without multiple test correction



 The top four models were significant at the 5%
significance level

 These models may have a higher chance of being
true epitasis, since we have already adjusted the
marginal effects.

 QMDR, on the other hand, identifies  
(rs12596776, rs17321515) 
as the best two-order model with CVC=6, which 
may due to the marginal effect at large, because its 
p-value is 0.34 estimated by our study



 With a marginal effect adjustment, many multi-locus 
models are not detected, which indicates most models 
identified without marginal effect adjustment may not 
be true epitasis

 The model identified by MDR approach may not be 
significant by our approach



 Proposed a unified model-based MDR approach, 
including a classification step and a subsequent 
modeling step

 The proposed approach is flexible in the sense that the 
various classification rules can be applied and different 
types of trait/traits can be used

 The modeling approach can provide significance of any 
multi-locus model, including traditional MDR 
approaches, while avoiding a large number of 
permutation

 Provide an easy way of measuring the significance of 
high-order interaction model



 More extensive simulation studies are needed, including 
higher order interaction and the multivariate traits 
analysis

 Compare the findings with existing MDR based 
approaches for real applications







1. Classification step is more flexible; no intermediate 
group; not necessary to do multiple tests

2. Penalized regression can be used in the modeling step 
to account for pure marginal effects

3. Get p-value differently---not a huge number of 
permutation



 To a standard linear regression model:

𝒀 = 𝒁𝜷 + 𝝐
 Y and Z stand for the response vector and design   

matrix, respectively, and 𝜖𝑖~𝑁(0, 𝜎2) iid

 The ordinary least squares estimator for 𝛽 is 
(𝑍′𝑍)−1𝑍′𝑌

 The ridge regression estimator is
 𝜷𝜆 = (𝒁′𝒁 + 𝜆𝑰)−1𝒁′𝒀

 where 𝜆 is a positive tuning parameter, and I is 
the    identity matrix

 𝑣𝑎𝑟  𝜷𝜆 = 𝜎2(𝒁′𝒁 + 𝜆𝑰)−1𝒁′𝒁(𝒁′𝒁 + 𝜆𝑰)−1



 The logistic regression model is:

log
𝑃 𝑌 = 1 𝑿

𝑃 𝑌 = 0 𝑿
= 𝑿𝜷

 For logistic regression model with ridge penalty, the estimator 
can be found by (Vago and Kenndy 2006)

  𝜷𝜆 = argmin − Log L 𝜷 + λ 𝜷 2

 L(𝜷) is the likelihood function and Newton-Raphson algorithm 

is used to find  𝛽𝜆

 𝑣𝑎𝑟  𝜷𝜆 = (𝒁′𝑾𝒁 + 2𝜆𝑰)−1𝒁′𝑾𝒁(𝒁′𝑾𝒁 + 2𝜆𝑰)−1

where 𝑾 = 𝑑𝑖𝑎𝑔[  𝑝𝑖(1 −  𝑝𝑖)] and  𝑝𝑖 = 𝑒𝑋𝑖
 𝜷𝜆

/(1 + 𝑒𝑋𝑖
 𝜷𝜆

)



 The λ was chosen to minimize the deviance by 10-fold 
cross validation

 Deviance is defined as the mean squared error for ridge 
regression

 Deviance is defined as -2log(
𝑳

𝑳𝒔
), with L and 𝑳𝒔 be  the 

likelihood of fitted and saturated model, respectively.

 When the satuarated model is not available, use -2log(L) 
instead
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